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1. Introduction 
Person Re-Identification (re-ID) is a branch of computer vision study that focuses on successively 

recognizing people from an existing collection of photos (gallery set) taken by one or multiple cameras 

[1]. It is the core of many application areas, such as intelligent surveillance systems, targeted tracking, 

assistive human following robots, etc. Various research efforts have been carried out over the years to 

improve re-ID in complex scenarios, but it remains one of the most challenging and long-standing 

research topics in computer vision [2]. 
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 In a variety of applications, including intelligent surveillance systems, 

targeted tracking, and assistive human-following robots, the ability to 

accurately identify individuals even when they are partially obscured is 

imperative.  Such Continuous person tracking is complicated by the close 

similarity between the appearance of people and target occlusions.  This 

study addresses this significant challenge by proposing a two-step, 

detection-first approach that uses a region-based convolutional neural 

network (R-CNN) as the re-identification (re-ID) solution. The model is 

specifically trained to detect occluded persons at different levels of occlusion 

before forwarding the image for the re-ID process. Three occluded-specific 

datasets are selected to evaluate the model's effectiveness in detecting 

occluded people. There are 379 distinct people in total, and each has five 

images obstructed from different angles. A sample of the data is taken to 

simulate various environment settings, and new data points are generated 

with different degrees of occlusion to assess how well the model performs 

under varying levels of obstruction. The findings demonstrate that the 

proposed person re-ID model is reliable in most circumstances, correctly 

re-identifying at 74% (Rank-1) and 90% (Rank-5). Although there is a 

decrease in accuracy as the number of distinctive people in the dataset 

increases, this does not significantly impact the tracking performance in 

various applications, which are expected to recognize a single person or a 

small group of individuals. Future works will explore refining similarity 

matching algorithms by delving into robust image comparison techniques, 

thereby addressing the challenges presented by occlusions. A critical aspect 

is to assess the model under diverse lighting conditions and investigate 

scenarios with multiple individuals in a frame. It is also beneficial to exploit 

high-resolution datasets, such as DukeMTMC-reID, and integrate finer 

contextual details, like clothing or carried objects. These collective efforts 

are essential for optimizing the model’s efficacy in practical applications and 

advancing person re-ID technologies.  
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Fig. 1. Example of various categories of occluded person images 

A robust re-ID system must operate through different viewpoints, low-image resolutions, 

illumination changes, occlusions, background clutter, etc. [1]. Any traditional deep learning person 

detection algorithm, such as CNN-based algorithms, can detect a person with an elevated level of 

accuracy when the person is not occluded and visible consistently. But the introduction of occlusion and 

background clutter is especially challenging and usually results in failed re-identification because the 

target person is not detected in the first place [3]–[5]. The failure of detection is because the 

contemporary vision-based recognition of humans is not consistently successful at generating a bounding 

box (bbox) when only parts of the target person are visible [5], [6]. It is challenging for the detection 

techniques to properly define the bounding box of a person when the person is partially or fully occluded 

by other persons or objects, such as cars, umbrellas, bags etc., in a scene. 

Person re-identification (re-ID) consists of person detection, person tracking, and similarity 

matching [3]–[11]. Detection is a computer vision task identifying and locating humans in images or 

videos [2]–[5], [7], [12]–[18]. However, most re-ID research focuses on similarity matching or person 

retrieval [11].  

In recent literature, several approaches have been developed to tackle occlusion in person re-

identification using deep learning models. One approach, known as pose-guided feature alignment [4], 

[19]–[21], employs human landmarks to generate attention maps, which guide the model to concentrate 

on non-occluded regions. Although effective, its performance is limited because it assumes that gallery 

images are not occluded, which causes a loss in accuracy. Another approach focuses on the reconstruction 

of occluded images through Generative Adversarial Networks (GANs) [22]–[24], aiming to generate the 

occluded portion of the human body, and additionally enhance input images by increasing resolution. 

However, this method is reported to introduce noise; researchers have tried adding additional channels 

to adjust the noise. The complexity and resource intensiveness of this approach remains a challenge. A 

more recent development is the partial re-ID approach [25]–[30], which detects and identifies individual 

body parts. By using spatial location information of visible landmarks, this approach filters noise and 

handles occluded images more effectively but at the expense of multi-network model architecture. 

Researchers have incorporated additional context (carry bag, personal items) into this model architecture, 

which makes this approach the most complex network architecture. Overall, these approaches have made 

significant strides in occlusion-specific re-ID models but have limitations that leave room for further 

research and development. 

Building upon the existing literature, it is evident that while significant strides have been made in 

occlusion-specific re-ID models, there are inherent limitations that warrant further exploration and 

innovation. A key observation is the scarcity of research addressing the re-identification of individuals 

from various angles of occlusion, especially when only parts of the target are visible [8]. Considering this, 
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the present study undertakes an exploration into the efficacy of cutting-edge region-based image 

detection algorithms, with a focus on detecting and re-identifying occluded individuals across various 

occlusion directions, such as top, bottom, and sideways (as illustrated in Fig. 1). This research introduces 

a region-based Convolutional Neural Network (CNN) model that is adept at detecting and re-identifying 

occluded persons in diverse settings. The model employs a Feature Pyramid Network (FPN) to generate 

multi-scale feature maps, a Region Proposal Network (RPN) to identify prospective regions containing 

individuals, by manipulating the intersection over union (IoU) and training RPN on segmented images, 

occluded persons are detected without needing an additional network, effectively simplifying the network 

architecture, and a Box Head technique for refining these regions and their classifications. Additionally, 

a Re-ID stack is incorporated, which utilizes an extended version of the Detectron2 framework for 

feature matching against a gallery of images. In the feature matching phase, Euclidean distance is used 

to compute the similarity between the feature vectors of the probe image and the gallery images, whereas 

Jaccard distance is employed to quantify the dissimilarity between sets, thereby enabling the model to 

effectively re-identify occluded individuals by comparing features in a multi-dimensional space.  

The scope of this research is deliberately confined to settings involving groups of 2-3 individuals, 

owing to the availability of relevant occlusion-oriented datasets for training and testing [3], [4], [31]. 

The datasets utilized in this study comprise CVC05-Part occlusion [16], Pascal VOC2007 [32], Occluded 

REID [33], Partial_REID & PartialiLIDS [31], jhu-crowd, Crowd-Human, and Market1501 [30]. It is 

pertinent to note that except for jhu-crowd and CrowdHuman, the datasets primarily feature single 

individuals or groups not exceeding three members, which is the focus of this study. Jhu-crowd and 

CrowdHuman, in contrast, contain images of larger crowds, such as audiences at football games or 

concerts, and are not the central focus of this research. 

The significance and potential impact of this research include but are not limited to (a) the creation 

of a robust region-based CNN model for re-identifying occluded individuals, enhancing the reliability 

of intelligent surveillance systems, (b) supporting targeted tracking in various conditions, crucial for 

continuous monitoring of individuals even when partially hidden, and (c) providing an advanced re-ID 

algorithm to improve assistive human-following robots in indoor environments where occlusion by 

objects or other individuals is common. 

2. Method 
The proposed occluded person re-id module consists of four parts: the backbone network, also known 

as the feature pyramid network (FPN), a region proposal network (RPN), a box head module (mask 

generator) and lastly, the re-ID stack. The model architecture for FPN, RPN, and box head is chosen 

because the current state-of-the-art image detection framework detectron2 [cite] utilizes this approach. 

It is observed in the literature that the state-of-the-art in occluded re-ID is moving towards partial re-

ID, and recent development included contextual information such as bags, hats, umbrellas etc., related 

to a person for better feature embedding [cite]. As described in the previous section, the existing 

methods use multiple networks to achieve this. The proposed method uses a single pipeline to create 

the multiscale feature map with FPN and use the generated feature set to identify the possible region of 

the occluded person (RPN), generate a segmentation mask (contextual understanding), and calculate 

the distance between a searched image and a gallery image for re-identification. The complete 

architecture of the proposed model can be viewed in Fig. 2. 

2.1. Feature Pyramid Network 
Recognizing people in surveillance systems, where there is often a distance between people and CCTV 

cameras, can be challenging, especially when detecting subjects of various sizes. The feature pyramid 

network (FPN) is a technique that helps address the challenge of detecting objects at different scales in 

surveillance systems. FPN enhances object recognition by creating a pyramid of multi-scale feature maps 

that capture information at various levels of detail. This enables more accurate detection of objects, 

including both large and small ones [34].  
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Fig. 2. The architecture of the proposed model consists of four parts: the backbone network (FPN), the region 

proposal network (RPN), the mask generator, and re-ID stack 

The backbone network used in the FPN is based on the ResNet-101 architecture. The stride used in 

the initial convolutional layer is 2. This results in downscaling the input resolution by a factor of 2, as is 

explained later as the relationship between res2, res3, res4, and res5. The ResNet-101 provides the 

necessary depth and capacity to capture complex features from the input images.  

The feature map generated at res2, res3, res4, and res5 (Fig. 2) refers to the output feature maps at 

distinct levels of the backbone network. res2 represents the highest resolution and lowest depth, while 

res3 is obtained by downsampling res2 by a factor of 2 along both the height and width dimensions, res4 

is derived by downsampling res3 by a factor of 2, and res5 is obtained by downsampling res4 by a factor 

of 2, representing the lowest resolution and highest depth among them. This hierarchical relationship 

between res3, res4, and res5 ensures that the feature maps at each level capture progressively larger 

receptive fields while retaining spatial information from the previous levels.  

These feature maps are then used as input to the top-down pathway in the FPN architecture. The 

top-down pathway combines the feature maps from the backbone network with up-sampled feature 

maps from coarser levels to generate multi-scale feature maps (P2, P3, P4, and P5), as shown in Fig. 2. 

The multi-scale feature maps P2, P3, P4, and P5 from the feature maps Res2, Res3, Res4, and Res5 in 

the FPN architecture can be expressed as follows: P2 = Res2, P3 = Res3 + Upsample(P4, scale_factor=2), 

P4 = Res4 + Upsample(P5, scale_factor=2), and P5 = Res5 

For the purpose of person re-identification with occlusion, a fine-tuned feature extraction and 

similarity measurement module is applied to the FPN pipeline for re-ID. For example, a weighted feature 
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combination merges multiple features or representations, considering their relative importance or 

contribution. In the context of multi-scale features from an FPN, the weighted feature combination 

combines the features obtained from diverse levels (P2, P3, P4, and P5) using a set of weights (w2, w3, 

w4, w5). Given the FPN output feature maps P2, P3, P4, and P5, and a set of weights w = {w2, w3, w4, 

w5}, the combined feature F is computed as: 

𝐹𝐹 =  (𝑤𝑤2 ∗  𝑃𝑃2 +  𝑤𝑤3 ∗  𝑃𝑃3 +  𝑤𝑤4 ∗  𝑃𝑃4 +  𝑤𝑤5 ∗  𝑃𝑃5) / (𝑤𝑤2 +  𝑤𝑤3 +  𝑤𝑤4 +  𝑤𝑤5)  (1) 

The multi-scale features and weighted features obtained from the FPN are used to learn 

discriminative and robust person representations invariant to changes in pose, illumination, and camera 

viewpoint. 

2.2. Region Proposal Network 
After the backbone network generates feature maps, these feature maps are utilized by two critical 

components: the Region Proposal Network (RPN) and the Region of Interest Pooling (RoIP). The 

RPN takes the multi-scale feature maps F from the backbone network as input and uses a sliding window 

approach to generate region proposals, and potential bounding boxes containing objects of interest. For 

each position (𝑖𝑖, 𝑗𝑗) in the sliding window, the RPN generates k anchor boxes 𝐴𝐴 =  {𝑎𝑎1,𝑎𝑎2, . . . ,𝑎𝑎𝑎𝑎} 
with different aspect ratios and scales, which are scored based on their likelihood of containing an object 

(objectness score 𝑆𝑆) and refined to generate the final region proposals. Objectness score S is computed 

as: 

𝑆𝑆 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑊𝑊𝑠𝑠 ∗ 𝐹𝐹[𝑖𝑖, 𝑗𝑗])   (2) 

The bounding box refinement is calculated as 

𝐴𝐴𝐴𝐴 = 𝑊𝑊𝑏𝑏 ∗ 𝐹𝐹[𝑖𝑖, 𝑗𝑗]   (3) 

where 𝑊𝑊s and 𝑊𝑊𝑏𝑏 are learned weights for objectness and bounding box refinement, respectively. 

To adapt the Detectron2 framework to focus on detecting people, the RPN is modified to 

concentrate on person-specific anchors during training. By configuring the dataset to include only person 

annotations as ground truth labels and filtering out other object classes, the RPN is trained to generate 

region proposals primarily for people. 

After obtaining the region proposals from the RPN, extracting features corresponding to each 

proposal using the Region of Interest Pooling (RoIP) technique is next. RoIP converts the features 

inside each region proposal into a fixed-size feature map 𝑀𝑀 by dividing each region proposal into an 𝐻𝐻 

𝑥𝑥 𝑊𝑊 grid of equally sized subregions and pooling the features within each subregion using max-pooling 

or average pooling. For each subregion (ℎ,𝑤𝑤) in the RoIP grid, M [ℎ,𝑤𝑤] is computed as: 

𝑚𝑚𝑚𝑚𝑚𝑚_𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝐹𝐹 [𝑟𝑟_𝑡𝑡𝑡𝑡𝑡𝑡: ℎ_𝑡𝑡𝑡𝑡𝑡𝑡, 𝑟𝑟_𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙:𝑤𝑤_𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡])   (4) 

𝑎𝑎𝑎𝑎𝑎𝑎_𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝐹𝐹 [𝑟𝑟_𝑡𝑡𝑡𝑡𝑡𝑡: ℎ_𝑡𝑡𝑡𝑡𝑡𝑡, 𝑟𝑟_𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙:𝑤𝑤_𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡])   (5) 

where 𝑟𝑟_𝑡𝑡𝑡𝑡𝑡𝑡, ℎ_𝑡𝑡𝑡𝑡𝑡𝑡, 𝑟𝑟_𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙, and 𝑤𝑤_𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡 are the coordinates of the subregion in feature map 𝐹𝐹. 

The Jaccard Index is a measure of similarity between two sets, and it is calculated as the ratio of the 

intersection of the sets to the union of the sets. When applied to object detection tasks, the Jaccard 

Index is called IoU, which measures the overlap between the predicted bounding box and the ground 

truth bounding box. A higher IoU threshold requires a greater overlap between the predicted bounding 

box and the ground truth bounding box to be considered a true positive detection. Conversely, a lower 

IoU threshold would allow for more leniency in the overlapping requirement, potentially leading to more 

false positives. Therefore, the partially occluded person is more likely to be detected by relaxing the IoU 

threshold. Based on the region of interest proposal (RoIP) from the RPN network, the ground truth 

preparation module is responsible for assigning, generating, and matching the bounding boxes. For this 
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research, the IoU threshold for the RPN network is set to .5, which results in a higher number of 

partially visible bodies to be detected as a positive result, essentially achieving what the partial re-ID 

techniques achieve with training on concrete occluded person data. Fig. 3 shows an example of IoU 

segmentations. 

 

Fig. 3. Example of IoU during image segmentation 

The Jaccard distance (𝐷𝐷) is calculated as: 

𝐷𝐷(𝐴𝐴,𝐵𝐵) = 1 − 𝐽𝐽(𝐴𝐴,𝐵𝐵)   (6) 

2.3. Re-ID Stack 
In the final development phase of the proposed person re-identification (re-ID) system, the previous 

two phases of feature maps and region proposals are integrated. The similarity calculation in the re-ID 

task requires a gallery set (an array of pre-existing images) and a probe set (images containing the person 

of interest), where the probe image may or may not be present in the gallery set. Given the gallery set G 

and probe set P, the objective is to generate an array of ranked matches. The expected input for the 

similarity calculation includes; Probe_feature: All feature vectors of the query set, with shape 

(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓_𝑑𝑑𝑑𝑑𝑑𝑑) ; Gallery_feature: All feature vectors of the gallery set, with shape 

(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓_𝑑𝑑𝑑𝑑𝑑𝑑); 𝑘𝑘1, 𝑘𝑘2, 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙: Parameters that, in the original paper by Zhong et al. 

[35], are set to (k1=20, k2=6, lambda=0.3). 

Given feature vectors of probe and gallery images, the algorithm refines the similarity distances 

between them. It starts by computing the original pairwise distances. Then, it performs re-ranking by 

considering reciprocal nearest neighbours and expanding the neighbours iteratively. Next, the Jaccard 

distance is calculated based on the weighted similarities. Finally, the Jaccard distance is combined with 

the original distances using a weight factor to obtain the final refined similarity distances. The re_ranking 

function, described in the pseudocode, implements this process and returns the final distance matrix. 

The Fig. 4 shows the finalized re-ranking algorithm that uses the generated feature maps in the 

previous section. 
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Algorithm: producing a re-ranked list using the feature maps generated in the previous section 

Input: Probe feature vectors, Gallery feature vectors  

Output: Refined similarity distances 

1. Take the feature vectors of a probe and gallery images as inputs. 

2. Compute the pairwise Euclidean distances between all pairs of feature vectors: 

Calculate distances: 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝_𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣,𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔_𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣) 

3. Square the distances to obtain the squared Euclidean distances: 

Square distances: 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ∗∗  2 

4. Normalize the distances by dividing each distance value by the maximum distance value in the column: 

Normalize distances: 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 /
 𝑛𝑛𝑛𝑛.𝑚𝑚𝑚𝑚𝑚𝑚(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 0) 

5. Initialize an empty matrix V to store weighted similarities. 

6. For each feature vector: 

Sort the distances in ascending order and find the k1 nearest neighbors: 

Sort distances: 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠_𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =  𝑛𝑛𝑛𝑛. 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 1) 

Get nearest neighbors: 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠_𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖[: , ∶ 𝑘𝑘1] 
Iterate through the k1 nearest neighbors of the current feature vector: 

Expand the neighbor set by considering the k1 nearest neighbors of each neighbor: 

Expand neighbors: 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒_𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =  𝑛𝑛𝑛𝑛.𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑛𝑛𝑛𝑛. 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

(𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏[𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑏𝑏𝑏𝑏𝑏𝑏]] 𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑏𝑏𝑏𝑏𝑏𝑏 𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏)) 

Calculate the weights for the expanded neighbors based on the exponential of the negative squared 

distances: 

Calculate weights: weights = 

𝑛𝑛𝑛𝑛. 𝑒𝑒𝑒𝑒𝑒𝑒(−𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓_𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒_𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏]) 

Normalize the weights by dividing each weight value by the sum of weights: 

Normalize weights: 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡 =  𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡 / 𝑛𝑛𝑛𝑛. 𝑠𝑠𝑠𝑠𝑠𝑠(𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡) 

7. Compute the Jaccard distance between the feature vectors using the weighted similarities: 

Compute Jaccard distances: 𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  1 −  𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑚𝑚𝑚𝑚𝑚𝑚 / (2 −  𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑚𝑚𝑚𝑚𝑚𝑚) 

8. Combine the Jaccard distance and the original distances using a weighted sum, where the weight factor is 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙_𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣: 

Combine distances: 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ∗  (1 −  𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙_𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣)  +
 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ∗  𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙_𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 

Return the final refined similarity distances, excluding the distances within the probe set 

Fig. 4. Algorithm for re-ranked list of re-ID feature map set 

2.4. Implimentation Details 
Person re-identification is a multidimensional area of study, and researchers have examined gait, key 

points, and posture estimates for improved re-identification in various scenarios throughout the years. 

Detectron2 image detection framework provides an uncomplicated way to implement different head 

modules for several types of detection algorithms. Detectron2 has pre-trained weights available for 

download that are either trained on MS COCO or ImageNet datasets. Both datasets are annotated for 

object segmentation. For the purpose of this research, the backbone network is trained on ImageNet for 

feature extraction. The pre-trained model for the RPN network is trained on a subset of the MS COCO 

dataset and Open Images Dataset with only annotated person images. The person images ranged from 

occluded person to person with additional artifacts. The subset dataset has 70k images of people in 

different scenarios. As the RPN network tries to generate the segmentation mask for each person 

detected, the intersection over union (IoU) threshold is set at 50% to detect possible occluded bodies. 

• Training Process : The initial weight is initialized from COCO weights available on the Detectron2 

GitHub repository for faster training. The number of the target class is set to “Person,” as that is 

our primary focus in a scene. The learning rate is fixed at 0.001, the number of workers set as two 

and the batch size as 16—the network trained for a total of 2.25 × 105 iterations. 
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2.5. Occluded re-ID dataset and detection testing 
To evaluate the proposed two-step model for occluded person re-identification, three occluded 

specific datasets are chosen: OccludedREID, Partial_REID and PartialiLIDS datasets. The number of 

unique individual images from each dataset is maintained at 100 images for indoor testing. The total 300 

images contain 60 unique person images. Each unique person has 5 occluded images from top, bottom, 

and either side. Fig 1 shows sample images from all three of the datasets. The detection performance of 

the proposed occluded re-ID model is shown in Table 1. 

Table 1.  The detection performance of the proposed model 

Dataset Average Precision (AP) AP at IoU 0.5 (AP50) 
OccludedREID 76.36 89.02 

Partial_REID 78.00 93.10 

PartialiLIDS 69.70 88.90 

Average AP 74.69 90.34 

 

The average precision (AP) across all three datasets is 74.69, and the AP with 0.5 IoU achieved a 

result of 90.34 precision. This demonstrates the effectiveness of the proposed model in identifying 

occluded persons regardless of occlusion type. 

3. Results and Discussion 
The deep learning model was created, executed, trained, and evaluated on a desktop PC with Nvidia 

RTX 2080 Super GPU and Pytorch, and Detectron2 python library. The performance of the re-

identification is evaluated on OccludedREID, Partial_REID, and PartialiLIDS datasets. Rank1, Rank3, 

and Rank5 metrics are used for the evaluation. Rank refers to the position or order of an item within a 

ranked list or set of items. In evaluation metrics, ranks signify the position of a matching candidate in a 

ranked list, reflecting the accuracy or similarity between compared entities. For this research, Rank1 

refers to the top-ranked or exact match. Rank3 and Rank5 indicate a correct match within the top 3 or 

top 5 results, respectively. 

The proposed Occluded Person re-ID model demonstrated strong performance in detecting occluded 

individuals across occlusion-specific datasets. However, when compared to other state-of-the-art re-ID 

models that focused on a single dataset, its re-identification performance was relatively lower. The drop 

in performance can be explained by the use of three different occlusion-specific datasets for testing 

instead of fine-tuning the model for only one specific dataset. The detection module achieved an 

impressive 90% accuracy in correctly identifying occluded images, while the re-identification module 

achieved a Rank-1 accuracy of 74% and a Rank-5 accuracy of 90%. The advantage of the proposed 

model is that the bottleneck is easily identifiable. It is evident that the bottleneck lies in the re-

identification module, where even with correct detection, the similarity matching fails to recognize the 

person accurately. Therefore, in occluded re-ID, occlusion of a person is not the primary cause of a 

misrecognition, unless the obstruction is over 80%. 

3.1. Re-ID Performance 
The re-ID module of the proposed model is designed to work after a successfully detected person 

image is forwarded in the person re-ID pipeline. This module receives the region-of-interest-pooled 

feature map of the query person image and has access to the feature map set of the gallery database.  

At this stage, the query feature map is compared with each image in the gallery set and the result is 

presented as a similarity score. This similarity score is calculated using the Jaccard index. Lastly, the 

similarity score is ranked from the closest match to the least close match. Table 2 shows an overview of 

the re-id performance of the three datasets. 
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Table 2.  Occluded person dataset configuration 

Dataset Total 
Images 

Unique 
Person Resolution Rank-1 Rank-5 

OccludedREID 1000 200 128x64 62.78 81.33 

Partial_REID 600 60 58x165 59.66 70.00 

PartialiLIDS 238 119 128x420, 128x256 55.34  

 

• OccludedREID dataset: The evaluation results of the proposed re-ID model and other approaches 

with the Occluded REID dataset are shown in Table 3. 

Table 3.  Performance of occluded person re-ID model with 1000 samples 

Approaches  Rank-1 Rank-5 
XQDA [36] 36.61 65.11 

KCVDCA [37] 32.48 59.10 

GOG [38] 40.50 63.16 

Null Space [39] 46.47 75.36 

SVDNet [40] 63.13 85.13 

REDA [41] 65.79 87.88 

ResNet+AFPB [42] 68.14 88.29 

Occluded Person re-ID (2022) 62.78 81.33 

 

• Partial_REID dataset: The result is shown in Table 4. The table shows Rank 1 = exact match, 

and Rank 3 = top 3 results. Rank 5 is not included for Partial_REID because the existing 

comparison in the literature does include it. 

Table 4.  Performance of Occluded Person re-ID model 

Approaches Rank-1 Rank-3 
MTRC [43] 23.70 27.30 

AMC+SWM [44] 37.30 46.00 

DSF [45] 50.70 70.00 

SFR [46] 56.90 78.50 

VPM [47] 67.70 81.90 

SCPNet [44] 68.30 n/a 

FastReID [48] 82.70 n/a 

Occluded Person re-ID (2022) 59.66 70.00 

 

• ParlialiLIDS dataset: PartialiLIDS is a collection of simulated partial people based on the Imagery 

Library for Intelligent Detection Systems (iLIDS). Both the gallery and query images are taken 

from behind. This dataset's images are noisier than the other two datasets evaluated in this 

research. 

The evaluation results of the Occluded Person re-ID model and other approaches are shown in Table 

5. The evaluation resulted in a similar result to the previous two datasets. 

Table 5.  Performance of occluded person re-ID model on PartialiLIDS dataset showing rank 1 (exact match) 

and top 3 matches as rank 3 

Approaches  Rank-1 Rank-3 
MTRC [43] 17.65 26.05 

AMC+SWM [44] 17.65 26.05 

DSR [45] 58.82 67.23 

SFR [46] 63.87 74.79 

VPM [47] 65.50 74.80 

FastReID [48] 73.1 n/a 

Occluded Person re-ID (2022) 55.34 64.38 
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The evaluation resulted in a similar result to the previous two datasets. In addition to the previously 

identified issue of correctly detecting a person but incorrectly re-identifying, the graininess of the images 

also caused incorrect recognitions. 

3.2. Discussion 
The proposed Occluded Person re-ID model demonstrated effective detection performance across all 

three datasets. This research was the first to perform instance segmentation on occluded specific datasets, 

and the result of instance segmentation is consistent, showing occlusion itself is not the failing point for 

any re-ID pipeline. The re-identification performance is low compared to other state-of-the-art re-ID 

models. However, it must be noted that the other models only focused on a single dataset for training 

and testing purposes, whereas the proposed re-ID model has been applied to three different datasets. 

This is a well-documented issue in the re-ID research community that the same model applied to a 

different dataset loses performance immediately [49], [50], [35]. Therefore, performance fluctuations 

between datasets were expected. The advantage of the proposed two-step model is that the bottleneck 

for the complete process is identifiable. The detection result showed, on average, 90% of the occluded 

images being correctly detected. The re-identification module proved to be the bottleneck, where even 

if a person is correctly detected, the re-identification (similarity matching) fails to recognize the person 

correctly.  

Three sets of new datasets were created from the OccludedREID dataset to test the observation, with 

the lower body cropped at 50%, 70%, and 80%. The dataset is created from the gallery set and tested 

on the original gallery set to ensure a consistent viewpoint. Fig. 5 illustrates the generated images at 

different cropped ratios. The newly developed controlled dataset is evaluated using the re-ID model, and 

the result is tabulated in Table 6.  

The results show that with 50% occlusion scenarios, the model achieved 90.1% rank-1 accuracy, 

70% occlusion dipped the accuracy below 50%, but the rank-5 accuracy was still at 74.7%. Only at the 

extreme occlusion (80% of the body not visible) the performance dropped to 6%. This experiment 

shows that occlusion at a moderate level (below 70%) does not significantly impact re-ID if the 

viewpoint/camera angle is the same. From these observations, it can be confirmed that a more robust 

image comparison or matching algorithm is necessary for better accuracy. 

 

Fig. 5. Example of the generated dataset from OccludedREID dataset 

The newly developed controlled dataset is evaluated using the re-ID model to confirm at what level 

of occlusion the model fails to identify the query correctly. The result is tabulated in Table 6. 
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Table 6.  Performance of Re-ID model on generated OccludedREID dataset 

Dataset Rank-1 Rank-5 
OccludedREID_50 90.1 97.1 

OccludedREID_70 48.6 74.7 

OccludedREID_80 6 16.3 

 

Another observed pattern is that as the number of images increases, the model must compare more 

data points for a perfect match. The first dataset's model evaluation followed an incremental approach 

to test the assumption that an increase in gallery image drops the accuracy rate. The results are shown 

below in Table 7. It can be observed from the table that as the gallery size rises, both Rank-1 and Rank-

5 steadily decline. 

Table 7.  Comparison of accuracy performance at 100, 500, and 1000 gallery images 

Dataset Number of gallery 
images 

Number of unique 
people Rank-1 Rank-5 

OccludedREID 100 20 74.0 90.0 

OccludedREID 500 50 66.25 86.33 

OccludedREID 1000 100 62.78 81.33 

 

Lastly, the effect of multiple people or groups in a scene has not been tested thoroughly. Evaluating 

the model's performance on higher-quality occluded person datasets, such as DukeMTMC-reID, would 

benefit future improvements. 

In summary, A variety of factors influenced the model's performance. Notably, the size of the dataset 

and the extent of occlusion affected the re-identification accuracy. As the extent of occlusion exceeded 

70%, the accuracy significantly dropped. Similarly, as the gallery size increased, both Rank-1 and Rank-

5 accuracies declined. Further, dataset characteristics such as the graininess of images and the viewpoint 

of the camera also had an impact on the model's performance. 

4. Conclusion 
This research investigated region-based convolution neural networks for re-ID tasks. This has been 

successfully achieved by extending the current state-of-the-art image detection framework to integrate 

with the feature comparison algorithm and re-ranking, effectively proposing a two-step occluded person 

re-ID model.  Unlike previous methods, this model streamlined complex architectures into a singular 

network by extending the detectron2 image detection framework to serve as a person detector while 

deriving additional context. The proposed model showed robust performance in detecting occluded 

individuals, with a detection accuracy of 90%, and re-identification Rank-1 and Rank-5 accuracies of 

74% and 90%, respectively. However, the re-identification performance was lower when compared to 

other state-of-the-art re-ID models, due to the diverse range of occlusion-specific datasets employed for 

testing. 

Acknowledging the study’s limitations, several future research directions have been identified. These 

include improving similarity matching algorithms by investigating more robust image comparison or 

matching techniques that can help address the challenges posed by occlusion and other complex 

scenarios, thus improving the overall Re-ID performance. Assessing the model's performance under 

various lighting conditions and incorporating techniques to address these variations in the detection and 

re-ID processes will lead to consistent performance in various environments. Another critical area to 

explore is the group re-ID scenarios. Future research could explore how the model performs when 

multiple individuals impede each other in a scene and develop strategies to enhance its performance in 

such complex situations.  
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Furthermore, testing the model on high-quality occluded person re-ID datasets, such as 

DukeMTMC-reID, can provide valuable insights into its effectiveness in detecting and re-IDing 

occluded persons in high-quality images, guiding further refinements to the model to ensure optimal 

performance across various image resolutions. Additionally, incorporating the pixel-level understanding 

of a scene by integrating contextual information, such as identifying whether a person is wearing a hat 

or carrying a bag or luggage, can provide valuable context to improve the model's performance in 

occluded person re-ID tasks. In conclusion, by addressing these research directions, the proposed model 

can be further refined and optimized for practical applications in various contexts, ultimately contributing 

to the advancement of person re-ID technology. 
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