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1. Introduction 
Faces are a reliable metric for identifying humans because every human being has a unique face [1]. 

While humans can easily differentiate between genders based on perception, machines face a more 

complex challenge in gender classification due to their lack of human-like perception. Machines classify 

gender based on facial features and algorithms [2]. Machines use inputs such as images, and feature 

extraction from images is one of the critical stages. Various features can be extracted from an image, 

including pixel values, color histograms, textures, shapes, and so on. Some prior studies have been 

conducted related to gender classification based on facial images. In 2018, a study utilized the Linde 

Buzo Gray Vector Quantization (LBG-VQ) to extract features from images [2]. In the same year, another 

study utilized the Multi-Block Local Binary Pattern (MB-LBP) feature extraction method [3]. 

Linde Buzo Gray Vector Quantization (LBG-VQ) is a method for extracting texture features from 

images. Initially designed for data compression, LBG-VQ uses the Linde, Buzo, and Gray (LBG) 

algorithm for Vector Quantization (VQ) [4], [5]. VQ consists of three procedures: codebook design, 
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 In the computer vision and machine learning field, especially for gender 

classification based on facial images, feature extraction is one of the 

inseparable parts. Various features can be extracted from images, including 

texture features. Several prior studies show that the Linde Buzo gray vector 

quantization (LBG-VQ) and Multi-block local binary pattern (MB-LBP) 

methods can extract texture features from images. The LBG-VQ produces 

less optimal performance in gender classification on the FEI facial images 

dataset. On the other hand, the MB-LBP produces more optimal 

performance when applied to the FERET facial images dataset. Therefore, 

this study was conducted to discover the gender classification performance 

when the LBG-VQ and MB-LBP methods are implemented independently 

or in combination on the FEI facial images dataset. Three preprocessing 

stages are involved before extracting images' features: noise removal, 

illumination adjustment, and image conversion from RGB to grayscale. 

The extracted features are then used as training material for several 

classification methods, namely Naïve Bayes, SVM, KNN, Random Forest, 

and Logistic Regression. Then, the K-Fold Cross Validation method is 

used to evaluate the trained models. This study discovered that the 

implementation of MB-LBP tends to show a performance improvement 

compared to the LBG-VQ. Furthermore, the most optimal classification 

model, with a performance of 91.928%, was formed by implementing 

Logistic Regression with MB-LBP on LBG-VQ quantized images. In 

conclusion, this study successfully formed an optimized gender 

classification model based on the FEI facial images dataset.  
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image encoding, and image decoding. The codebook design produces a codebook that represents the 

texture features of an image. A codebook is obtained by dividing an image into N clusters, where N 

determines the size of the resulting codebook. Each cluster has one centroid, which represents one 

texture feature of the image [2]. In 2018, a study utilized the LBG-VQ feature extraction method for 

gender classification based on the FEI facial images dataset [2]. The preprocessing stages involved noise 

removal, illumination adjustment, and RGB to gray conversion. The extracted features were used to 

train various machine-learning models. The study found that gender classification using codebook sizes 

16 and 32 had less optimal performance, with the highest performance being 69.8%. 

Apart from LBG-VQ, Multi Block Local Binary Pattern (MB-LBP), which is also utilized to extract 

texture features from images, is an extension of the Local Binary Pattern (LBP) method that was 

developed to address its shortcomings [6]. While LBP classifies textures based on single pixels and offers 

robustness to illumination variations, discriminative power, and simplicity [6], [7], MB-LBP uses any 

sub-block size of the image, providing better texture description [3], [6]. This is reinforced by a prior 

study in 2018 that applied the MB-LBP method for gender classification based on the FERET facial 

image dataset, achieving 94.7% accuracy, compared to 90.45% with the LBP method [3]. Feature 

extraction methods can be utilized independently or in combination. In 2018, a study combined the 

Improved Affinity Propagation (IAP) algorithm with the LBG algorithm to design a codebook, 

improving its quality compared to the conventional LBG algorithm [8]. In the same year, another study 

carried out the MB-LBP method for feature extraction and represented the results as a histogram [9]. 

These studies demonstrate that feature extraction methods can be combined. 

Based on the previous studies, there was a notable gap in the literature regarding the comparative 

performance of those feature extraction methods. LBG-VQ applied to the FEI dataset got a performance 

of 69.8%, meanwhile, MB-LBP applied to the FERET dataset got a better performance of 94.7%. 

While individual studies have evaluated those methods separately, there was a lack of research comparing 

their effectiveness when applied to the same dataset. Addressing this gap is crucial because understanding 

the comparative performance of those methods on the same dataset can provide into their relative 

strength and weaknesses. This study aims to fill this gap by utilizing the FEI facial images dataset to 

compare the performance of LBG-VQ and MB-LBP feature extraction methods both independently 

and in combination. By investigating those methods on the same dataset, this study provides a clearer 

understanding of their effectiveness and contributes to the development of gender classification models. 

The rest of this paper is structured as follows. Section 2 presents the proposed methodology. The 

results and discussion are presented in Section 3. Finally, the conclusion is presented in Section 4. At 

the end of this paper, acknowledgment, declarations, and references are presented. 

2. Method 
This section presents the proposed method: dataset acquisition, preprocessing, feature extraction, 

modeling, and evaluation. In short, the proposed method is summarized in Fig. 1. 

 

Fig. 1. Proposed Method 
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2.1. Dataset Acquisition 
The dataset used in this study is a subset of the FEI facial images dataset [10], consisting of 200 

individuals (100 men and 100 women). Each individual has two images: one smiling and one neutral. 

Thus, the total images used were 400 images. All images are in RGB format with faces facing forward 

and have a uniform size of 360x260 pixels. Examples can be seen in Fig. 2. 

 

Fig. 2. Example of the FEI facial images dataset 

2.2. Preprocessing 
2.2.1. Noise Removal 

This step aims to improve image quality by reducing noises by utilizing the median filter [11]–[13]. 

The median filter effectively denoises images with salt and pepper noise without blurring the image [12]. 

The basic operation involves determining the pixel's surrounding neighborhood (e.g., a 3x3 window if 

the kernel size set to 3), analyzing the pixel values within that neighborhood, and replacing the original 

pixel value with the median value [11], [13]. Fig. 3 illustrates the median filter calculation. 

 

Fig. 3. Median filter calculation 

In this study, a median filter with kernel size set to 3 was applied to eliminate noises from the images. 

Fig. 4 shows an example of before and after the noise removal step, along with the difference spots. 

 

Fig. 4. Noise removal 

2.2.2. Illumination Adjustment 

The illumination adjustment step aims to normalize pixel intensity, ensuring uniform illumination 

throughout the image. This was done by applying histogram equalization [14]–[17] method, a classical 

technique to enhance the visual aspects of an image. It equalizes the distribution of the probability of 

occurrence of intensity values, allowing the result to use the full range of possible gray value [15]–[17]. 

The probability of a pixel with an intensity value 𝑘𝑘 is formulated in Equation (1). 
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𝑃𝑃𝑘𝑘 = 𝑛𝑛𝑘𝑘
𝑁𝑁�    (1) 

where 𝑛𝑛𝑘𝑘 is the number of occurrences of the 𝑘𝑘-th intensity level within a range from 0 to L-1 (i.e., in 

8-bit, where L is 256, ranging from 0 to 255). Meanwhile, 𝑁𝑁 is the total number of pixels in an image, 

calculated by multiplying the number of rows and columns of pixels. The Cumulative Distribution 

Function (CDF) [16] is utilized to obtain the new intensity value of 𝑘𝑘-th intensity level. Equation (2) 

expresses the CDF calculation. 

𝐶𝐶𝐶𝐶𝐶𝐶(𝑘𝑘) = ∑ 𝑃𝑃𝑘𝑘𝑘𝑘
𝑖𝑖=0    (2) 

This study converted RGB images into LAB images with three channels: lightness, channel a, and 

channel b. Subsequently, the histogram equalization was applied to the lightness channel, and then the 

images were converted back into RGB images. The outcome of the illumination adjustment can be seen 

in Fig. 5. 

 

Fig. 5. Illumination adjustment 

2.2.3. RGB to Gray Conversion 

The last preprocessing step converts RGB images to grayscale, combining the R, G, and B channels 

into a single intensity channel. The conversion formulated in Equation (3) as follows 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 = 0.299 × 𝑅𝑅 + 0.587 × 𝐺𝐺 + 0.114 × 𝐵𝐵   (3) 

where Gray represents the gray value, R represents the red value, G represents the green value, and B 

represents the blue value. Fig. 6 shows the outcome of the RGB to gray conversion. 

 

Fig. 6. RGB to gray conversion 

2.3. Feature Extraction 
2.3.1. LBG-VQ 

The Linde Buzo Gray Vector Quantization (LBG-VQ) method designs a codebook representing 

image texture features [2]. LBG-VQ operates iteratively, starting with an initial codebook of size 1 and 

using the splitting method to obtain a codebook of sizes 2, 4, 8, and so on. The following steps outline 

the LBG-VQ codebook design stage [2]: 

1. Divide the image into nonoverlapping blocks and convert each block to vectors, thus forming a 

training vector set. 

2. Initialize 𝑖𝑖 = 1 (This variable indicates the size of the codebook, i.e., 2𝑖𝑖 = 21 = 2). 

3. Compute this training vector set's centroid (code vector). 
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4. Add and subtract constant error i.e., 1, and generate two vectors 𝑣𝑣1 and 𝑣𝑣2. 

5. Compute the Euclidean distance between all the training vectors belonging to this cluster and 

the vectors 𝑣𝑣1 and 𝑣𝑣2 and split the cluster into two. 

6. Compute the centroid (code vector) for clusters obtained in the above Step 5. 

7. Increment 𝑖𝑖 by one and repeat Step 4 to Step 6 for each code vector. 

8. Repeat Step 3 to Step 7 until a codebook of the desired size is obtained. 

In this study, LBG-VQ generated a codebook size of 32. LBG-VQ generates a feature vector of size 

32x12 for each image and then converts it to 1 dimension, resulting in 384 features per image. Besides 

codebook generation, the previously generated codebooks were used to obtain the quantized images, 

which will be combined with MB-LBP later. This technique helps remove unnecessary information and 

enhance the clarity of features in the data. Fig. 7 shows an example of quantized images.  

 

Fig. 7. Example of a quantized image 

Fig. 8 shows the difference of intensity distribution between before and after quantization in a 

histogram. 

 

Fig. 8. Histogram Before and after quantization difference 

2.3.2. MB-LBP 

Multi Block Local Binary Pattern (MB-LBP) leverages the LBP operator to extract features from an 

image. The LBP operator applied to each pixel and its 8 neighbor pixels within a 3×3 window, utilizes 

the center pixel as a threshold. For each neighboring pixel, if it is greater than or equal to the threshold, 

it is set to 1; otherwise, it is set to 0. The LBP operator assigns weights to each pixel, and a new gray 

value is obtained by summing the neighbor pixels clockwise, starting from the top-left corner [3], [6], 

[18]. Fig. 9 illustrates the LBP operator. 

 

Fig. 9. Illustration of the LBP operator 
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MB-LBP divides an image into multiple 3s×3t windows, subdivided into nine 𝑠𝑠 × 𝑡𝑡 sub-windows. 

The average value for each sub-window forms a 3×3 matrix. The LBP operator is then applied to obtain 

a new gray value [3], [6]. Fig. 10 illustrates the MB-LBP operation, where an image is divided into 9×9 

windows, each sub-window being a 3×3 matrix. The average value for each sub-window is calculated, 

and the LBP operator is subsequently utilized to obtain a new gray value. 

 

Fig. 10. Illustration of the MB-LBP operation 

In this study, MB-LBP was utilized with various window sizes: 3×3, 6×6, 9×9, 12×12, 15×15, and 

18×18. When applied independently, MB-LBP extracts features from the preprocessed images. Fig. 11 

shows examples of MB-LBP images on the preprocessed images. 

 

Fig. 11. MB-LBP on the preprocessed image 

2.3.3. Combination of LBG-VQ and MB-LBP 

Combining both LBG-VQ and MB-LBP aims to enhance feature quality by having LBG-VQ 

generate quantized images that filter out unnecessary information. MB-LBP then utilizes these refined 

images to extract texture features, expecting to result in better features. Similar to its independent 

application, six window sizes were used: 3×3, 6×6, 9×9, 12×12, 15×15, and 18×18. Additionally, MB-LBP 

effectively captures texture information from these quantized images. Fig. 12 shows examples of MB-

LBP on the quantized images. 

 

Fig. 12. MB-LBP on the LBG-VQ quantized image 

2.4. Modelling 
In this stage, classification models were trained using the features obtained in the previous stage. 

Traditional classifiers were chosen over deep learning techniques to focus on feature extraction methods 

and facilitate comparisons with prior studies. The classification methods utilized included Naïve Bayes, 

Support Vector Machine, K Nearest Neighbors, Random Forest, and Logistic Regression. Using the 

Grid Search technique, the best combination of feature extraction and classification method then 

selected as the proposed model in this study. 
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2.4.1. Naïve Bayes 

The Naïve Bayes is a classification method leveraging statistical approaches [19] derived from Bayes’ 

Theorem [20], [21]. Gaussian Naïve Bayes, a specific case, applies Gaussian distribution to continuous 

attributes within given classes [20]–[23]. The calculation is based on Bayes’ Theorem equation, which 

can be seen in Equation (4). 

𝑝𝑝(𝑐𝑐|𝑥𝑥) = 𝑝𝑝(𝑥𝑥|𝑐𝑐).𝑝𝑝(𝑐𝑐)
𝑝𝑝(𝑥𝑥)

   (4) 

Where 𝑐𝑐 is the class label and 𝑥𝑥 is the attribute; 𝑝𝑝(𝑐𝑐|𝑥𝑥) is the probability of class 𝑐𝑐 based on attribute 

𝑥𝑥; 𝑝𝑝(𝑥𝑥|𝑐𝑐) is the probability of an attribute 𝑥𝑥 given class 𝑐𝑐; 𝑝𝑝(𝑐𝑐) is the probability of the class label; and 

𝑝𝑝(𝑥𝑥) is the probability of the attribute. The formula in the Equation (5) is utilized to calculate the 

probability of a continuous attribute 𝑥𝑥 which is independent of class 𝑐𝑐 where the µ is the mean and the 

𝜎𝜎2 is variance. 

𝑝𝑝(𝑥𝑥|𝑐𝑐) = 1
�2𝜋𝜋𝜎𝜎2

−((𝑥𝑥−µ)2

2𝜎𝜎2
)
   (5) 

There was only one hyperparameter used in this classification method, which describes the portion 

of the largest variance of all features added. This hyperparameter was set to 1e-9. 

2.4.2. Support Vector Machine 

Support Vector Machine (SVM) is a supervised learning method commonly utilized in two-class or 

multiclass classification cases. It separates a set of vectors into two parts based on their class by forming 

a hyperplane in multidimensional space. If a vector is on one side of the hyperplane, the vector is classified 

as one class; if in the other side, the vector is classified as another class [19], [24], [25]. 

SVM establishes the main divider line and two supporting lines. The main divider line separates the 

two classes, while the support lines are tangent to support vectors. Support vectors are the vectors closest 

to the main dividing line. The optimal main divider line is obtained by maximizing the distance between 

these supporting lines [19], [24]–[26]. 

SVM can also handle non-linear classification using a kernel, which map vectors to a higher 

dimensional space [26]. In this study, various kernels were used: linear, polynomial, and RBF. Moreover, 

the parameters for the SVM classifier can be seen in. Two hyperparameters were used in this classifier: 

the C parameter and gamma. The C parameter, also known as the regularization parameter, was set to 

1. The gamma parameter, which is the kernel coefficient for the polynomial and RBF kernels, uses the 

formula that can be seen in Equation (6). 

𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = 1
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 × 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣

   (6) 

2.4.3. K Nearest Neighbors 

K Nearest Neighbors (KNN) is a supervised learning algorithm that labels input data before training. 

It classifies data based on proximity to its neighbors, using Euclidian Distance [27]–[30]. Equation (7) 

shows the Euclidian Distance formula. 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑋𝑋,𝑌𝑌) = �∑ (𝑋𝑋𝑖𝑖 − 𝑌𝑌𝑖𝑖)2𝑛𝑛
𝑖𝑖=1    (7) 

The parameter 𝐾𝐾 influences the prediction results, representing the number of neighbors considered 

to determine the class. KNN predicts the class of data by selecting the majority class among its K 

neighbors [27], [28], [30]. Fig. 13 illustrates the KNN classification: with K = 1, the data is predicted 

to belong to class B; with K = 3, the prediction assigns the data to class A. 
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Fig. 13. Illustration of the K Nearest Neighbors 

In this study, the main hyperparameter 𝐾𝐾, was set to 5. This means the classifier uses five nearest 

neighbors to determine the class of a given data point. 

2.4.4. Random Forest 

Random Forest (RF) is an ensemble learning method for classification tasks [31]–[34]. It constructs 

an ensemble of multiple decision trees, a classification method with nodes representing the prediction 

result [19]. These decision trees are then merged and leveraged to predict data classes [33]. 

Initially, the dataset is split into training data and testing data. The next step involves sampling with 

replacement in the training data, generating several bootstrap samples. Each bootstrap sample serves as 

training material for an individual Decision Tree model. Subsequently, the predictions from these 

Decision Tree models are aggregated, forming a Random Forest classifier. The prediction result for 

unlabeled data is determined by taking the majority of predictions from the combined Decision Tree 

models [31], [32]. 

In this study, several hyperparameters were used. The number of trees was set to 100, meaning a 

random forest creates 100 trees. The criterion was set to Gini, indicating that Gini impurity was used to 

measure the quality of a decision tree split. The minimum samples split parameter, which specifies the 

minimum number of samples required to split an internal node, was set to 2. The minimum sample leaf 

parameter, which specifies the minimum number of samples a node must hold after splitting, was set to 

1. The maximum features parameter, which determines the number of features to consider for the best 

split, was set to the square root of the number of features. 

2.4.5. Logistic Regression 

Logistic Regression (LGR), also known as the logistic model or the logit model, is a method often 

utilized in binary classification cases [35]–[38]. The general form of logistic regression for binary 

classification can be seen in Equation (8) and Equation (9) [36], [39]. 

𝑝𝑝(𝑥𝑥) = 𝑒𝑒(𝛽𝛽0+𝛽𝛽1𝑥𝑥1+𝛽𝛽2𝑥𝑥2+⋯+𝛽𝛽𝑛𝑛𝑥𝑥𝑛𝑛)

1+𝑒𝑒(𝛽𝛽0+𝛽𝛽1𝑥𝑥1+𝛽𝛽2𝑥𝑥2+⋯+𝛽𝛽𝑛𝑛𝑥𝑥𝑛𝑛)   (8) 

𝑦𝑦 = 𝑙𝑙𝑙𝑙 � 𝑝𝑝(𝑥𝑥)
1−𝑝𝑝(𝑥𝑥)

� = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2 + ⋯+ 𝛽𝛽𝑛𝑛𝑥𝑥𝑛𝑛   (9) 

where 𝑝𝑝(𝑥𝑥) is the regression probability value and has a value range from 0 to 1; 𝛽𝛽0 is the constant, 

some define it as the intercept; 𝛽𝛽1 + 𝛽𝛽2 + ⋯+ 𝛽𝛽𝑛𝑛 are the coefficients to be estimated; 𝑥𝑥1 + 𝑥𝑥2 + ⋯+
𝑥𝑥𝑛𝑛 are the independent variables, or some might call as the predictors; and 𝑦𝑦 is the dependent variable. 

Similar to other classifiers, Logistic Regression uses several hyperparameters. The l2 regularization 

was used as the penalty for this classifier to reduce the values of the coefficients nearly to zero. The C 

parameter, or regularization strength, was set to 1. The solver parameter, which sets the algorithm used 

to optimize the model, was set to Limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm (L-

BFGS). 
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2.5. Evaluation 
K-Fold Cross Validation divides a dataset into K folds, with K-1 folds used as training data and the 

remaining fold as testing data. This method performs K iterations, evaluating the model with different 

combinations of training and testing data in each iteration [29], [40]. In this study, K was set to 10, 

resulting in 10 iterations of modeling and evaluation, each using different data for training and testing. 

Fig. 14 illustrates the Stratified K Fold Cross Validation process. 

 

 

Fig. 14. Stratified K-Flold Cross Validation 

The evaluation metric chosen was the Macro F1 Score, calculated by averaging F1 Scores for the 

male and female classes. The F1 Score itself is the harmonic average of Precision and Recall. Equation 

(10), (11), (12), and (13) represent the formulas for Precision, Recall, F1 Score, and Macro F1 Score, 

respectively [41]. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

   (10) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

   (11) 

𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 2 × 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃×𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

   (12) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = ∑ 𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖
𝑛𝑛
𝑖𝑖=1

𝑛𝑛
   (13) 

3. Results and Discussion 
This section discusses the findings of this study. The detailed stages to obtain the results can be 

found in Section 2. Thirteen different features were utilized in this study, including LBG-VQ codebooks, 

MB-LBP with six different parameters, and MB-LBP on quantized images with six different parameters. 

Each feature underwent a split into training and testing data using K-Fold Cross Validation, where K 

was set to 10. This configuration resulted in 10 iterations, with each iteration containing 9 folds of 

training data and 1 fold of testing data. 

The training data were then utilized to train machine learning models with various classification 

methods: Naïve Bayes, SVM with linear kernel, SVM with polynomial kernel, SVM with RBF kernel, 

KNN, RF, and LGR. Consequently, a total of 91 performance classification results were generated by 

combining different feature extraction methods with various classification methods. 

The K-Fold Cross Validation implemented in this study was stratified, ensuring an even distribution 

of class labels between training and testing data. With 10 iterations, 10 classification performance values 

were obtained, each calculated using the Macro F1 Score as the evaluation metric. Subsequently, the 
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average of these values was computed to represent the overall performance of the machine learning 

models based on the feature extraction and classification methods employed.  Fig. 15 shows the overall 

model classification performance results. 

 

Fig. 15. Classification Performance Results 

There are variations in classification performance when using MB-LBP compared to LBG-VQ. The 

extent of improvement or reduction depends on the chosen MB-LBP parameters. In general, MB-LBP 

tends to yield higher accuracy than LBG-VQ. Furthermore, applying MB-LBP to LBG-VQ features 

(quantized images) also tends to result in better classification results than using LBG-VQ independently.  

However, there were cases where LBG-VQ codebooks outperform MB-LBP, such as with Naïve 

Bayes, SVM with Linear Kernel, Random Forest, and Logistic Regression, where LBG-VQ codebooks 

outperform MB-LBP 3x3 on quantized images. On the other hand, other classifiers show opposite 

results, even obtaining the lowest performance score. 

The highest level of performance, reaching 91.928%, was achieved when utilizing Logistic Regression 

as the classification method. This was achieved with MB-LBP with a window size of 12x12 applied to 

LBG-VQ quantized images. This combination was then selected as the proposed model for gender 

classification in this study. The confusion matrix of the best-performing model is shown in Fig. 16. 

 

Fig. 16. Confusion Matrix of the Best Performing Model 
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There are many factors that contribute to why Logistic Regression outperforms other classifiers, such 

as proper feature selection, with MB-LBP 12x12 on Quantized Images being quite suitable in this case. 

As shown in Fig. 16, the averaged 10-fold cross-validation confusion matrix demonstrates the model’s 

overall performance. The higher numbers on the diagonal (True Female, Predicted Female and True 

Male, Predicted Male) indicate that the model is making correct predictions more frequently, thus 

reflecting its reliability. Moreover, Table 1 and Table 2 show a statistical approach for further analysis. 

Table 1.  Statistical Performance of Feature Extraction Methods 

Feature Extraction Methods Mean Standard Deviation 
LBG-VQ Codebooks 0.713336 0.142622 

MB-LBP 3x3 0.835386 0.053139 

MB-LBP 6x6 0.857499 0.024478 

MB-LBP 9x9 0.875809 0.029858 

MB-LBP 12x12 0.875809 0.015625 

MB-LBP 15x15 0.880287 0.011936 

MB-LBP 18x18 0.859524 0.016334 

MB-LBP 3x3 on Quantized Images 0.748651 0.046741 

MB-LBP 6x6 on Quantized Images 0.801700 0.029662 

MB-LBP 9x9 on Quantized Images 0.846219 0.051292 

MB-LBP 12x12 on Quantized Images 0.882646 0.028190 

MB-LBP 15x15 on Quantized Images 0.889530 0.023740 

MB-LBP 18x18 on Quantized Images 0.872584 0.029193 

 

When LBG-VQ Codebooks were utilized, it resulted in the lowest mean value of 71.33% and the 

highest standard deviation of 14.26%, meaning LBG-VQ Codebooks were unreliable due to the wide 

spread of performance scores. In contrast, many features were reliable, with high mean values and low 

standard deviations. For example, MB-LBP 15x15 on Quantized Images has the highest mean value of 

88.95% and a low standard deviation of 2.37%. Similarly, MB-LBP 15x15 has a high mean value of 

88.02% and the lowest standard deviation of 1.19%. The proposed model in this study, which utilizes 

MB-LBP 12x12 applied to quantized images, also shows good statistics, with a high mean value of 

88.26% and a low standard deviation of 2.81%. 

Table 2.  Statistical Performance of Classification Methods 

Classification Methods Mean Standard Deviation 
Naïve Bayes 0.796758 0.063574 

SVM Linear Kernel 0.867538 0.048761 

SVM Poly Kernel 0.840954 0.067038 

SVM RBF Kernel 0.817332 0.125531 

KNN 0.840356 0.044309 

Random Forest 0.853710 0.049337 

Logistic Regression 0.873571 0.042206 

 

From Table 2, it can be observed that the proposed model, which utilizes Logistic Regression as a 

classifier, has the best statistics, with the highest mean value of 87.35% and the lowest standard deviation 

of 4.2%. This makes Logistic Regression a reliable and optimal choice for classifiers. On the other hand, 

Naïve Bayes got the lowest mean value of 79.67%, and SVM with RBF kernel got the highest standard 

deviation of 12.55%. 

This study utilizes the FEI facial images dataset, which lacks diversity of ethnicity, age groups, and 

real-world variations. While the traditional classifier methods utilized in this study were effective, they 

may not capture complex facial features or handle extensive datasets as efficiently as deep learning models. 

Therefore, future studies may adopt a similar approach to this study, with expanded datasets that include 

more diverse facial images, utilizing deep learning techniques, and evaluating real-time efficiency under 

various hardware constraints. Furthermore, investigating the combination of LBG-VQ and MB-LBP 

with other hybrid feature extraction methods could be a valuable direction for future research. 
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4. Conclusion 
Based on the conducted study, it can be concluded that gender classification performance on the FEI 

facial image dataset has improved compared to previous studies. The utilization of the MB-LBP method 

demonstrated superior performance compared to the LBG-VQ method. Furthermore, applying MB-

LBP to LBG-VQ features (quantized images) achieved even better results. The highest-performing 

machine learning model, reaching 91.928% accuracy, utilized the Logistic Regression classification 

method and MB-LBP 12x12 feature extraction method on LBG-VQ quantized images. This model was 

obtained through a three-step preprocessing stage: noise removal, illumination adjustment, and RGB to 

gray conversion. 
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