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1. Introduction  

Knowledge discovery from the collection of data is aimed at extracting useful information. The 
process of knowledge discovery is carried out using several techniques and methods, which include 
classification, clustering, regression, and summarization [1][2]. Data clustering is considered to be a 
technically powerful task in an area of data mining and knowledge discovery. It involves partitioning the 
datasets into a chunk of clusters of similar features [3][4]. The clustering problem involves dividing a 
set of data into different groups according to their features. The data structure is explored and its objects 
are grouped into clusters, in which each cluster contains similar objects. As such, objects of a given 
cluster are very similar with small distances between cluster members, while objects of different clusters 
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 Clustering, an unsupervised method of grouping sets of data, is used as a 
solution technique in various fields to divide and restructure data to become 
more significant and transform them into more useful information. 
Generally, clustering is difficult and complex phenomenon, where the 
appropriate numbers of clusters are always unknown, comes with a large 
number of potential solutions, and as well the datasets are unsupervised. 
These problems can be addressed by the Multi-Objective Particle Swarm 
Optimization (MOPSO) approach, which is commonly used in addressing 
optimization problems. However, MOPSO algorithm produces a group of 
non-dominated solutions which make the selection of an “appropriate” 
Pareto optimal or non-dominated solution more difficult.  According to 
the literature, crowding distance is one of the most efficient algorithms 
that was developed based on density measures to treat the problem of 
selection mechanism for archive updates. In an attempt to address this 
problem, the clustering-based method that utilizes crowding distance (CD) 
technique to balance the optimality of the objectives in Pareto optimal 
solution search is proposed. The approach is based on the dominance 
concept and crowding distances mechanism to guarantee survival of the 
best solution. Furthermore, we used the Pareto dominance concept after 
calculating the value of crowding degree for each solution. The proposed 
method was evaluated against five clustering approaches that have 
succeeded in optimization that comprises of K-means Clustering, MCPSO, 
IMCPSO, Spectral clustering, Birch, and average-link algorithms. The 
results of the evaluation show that the proposed approach exemplified the 
state-of-the-art method with significant differences in most of the datasets 
tested.  
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are very distinct based on a similarity measure function. Clustering can, therefore, be considered as an 
optimization problem.  

K-means [5] and Hierarchical [6] clustering algorithms are widely used by researchers and 
practitioners. K-means algorithm partitions the datasets into a set of k groups of similar entities with 
predefined k value, while the Hierarchical algorithm builds a tree of clusters. In addition to K-means 
and Hierarchical, there are many clustering algorithms that perform well in clustering the datasets, such 
as balanced iterative reducing and clustering using hierarchies (BIRCH) and average-link. BIRCH is a 
scalable clustering algorithm with regards to the number of objects; it displays good quality in clustering 
datasets [7]. While the average-link is a hierarchical based clustering in which the difference between 
two given clusters is defined as a mean distance between each point in a cluster to every point in another 
cluster. All these aforementioned algorithms are based on a single objective optimization approach. 
However, optimization of objective functions in some real-world problems requires multiple forms of 
optimization [2]. Furthermore, some of these classical algorithms have issues in initial centroid selection; 
they have a low rate in convergence [8] and aggrieved in local optimization.  

Swarm-based clustering algorithms have been successful in solving clustering issues [9]-[15]. Particle 
Swarm optimization is developed based on random distribution. It is a simple method for the search of 
approximate optimal solutions and requires no much effort in parameter configuration. Complex 
optimization problems are globally explored with PSO. Even though these algorithms demonstrated 
high performance, they are simply behind single objective optimizations. Hence, the need for a 
population-based and robust multi-objective optimization approaches to address multi-objective 
problems. Multi-objective problems consist of more than one objective but usually in conflict with one 
another. The distinction of multi-objective optimization algorithms and single-objective optimization 
algorithms is that in the former, multiple objectives are considered for computing the optimal solutions, 
as the name suggests. While, in the latter, there is always a single optimum solution [16]. The ability of 
MOPSO when applied in a population is that it makes it possible for the whole Pareto set to be estimated 
in one particular run.  Several multi-objective clustering algorithms are proposed in the literature to 
solve the clustering problem [6][17]-[21]. However, some loopholes are identified in the recent works, 
which include curse of data dimensionality that is encountered in a large dataset as a result of the 
expected clusters, which is usually a combinatorial problem. Likewise, the selection of global leader may 
be tedious due to the unique feature in the clustering problem on the Pareto set distribution. These 
major issues are a serious threat to the realization of clustering in MOPSO in terms of practical 
performance of the algorithm. In an attempt to address these issues, a multi-objective clustering 
framework that makes use of Particle Swarm Optimization is proposed by Gong et al. [22]. The method 
was named Improved Multi-Objective Clustering Particle Swarm Optimization (IMCPSO) framework. 
Even though, the proposed method provides an improvement in the performance as suggested by its 
name but however demonstrated a setback in clustering distributions solutions that have a negative effect 
on the performance of leader selection. Thereby making the optimization model falls into local optima 
rather than the global optima.  

One important step in MOPSO algorithm is the selection mechanism for archive update step, which 
affects the convergence ability of the algorithm as well as the preservation for the extensions of non-
dominating solutions.  In this research, we adopted a technique used in Gong et al. [22] with some 
changes in the selection mechanism. The selection mechanism for archive update in [23]-[26] is 
designed based on both crowding-distance and Pareto dominance.  

The drawback in this selection mechanism is that it has to check dominance to delete dominated 
solution, then apply the crowding-distance to delete most crowding. In this case, the selection 
mechanism for archive update is filtered, and this usually leads to loss of information. Thus, a selection 
mechanism is needed to avoid a fall into local optima rather than the global optima and to have a balance 
between convergence and diversity. Therefore, this study proposes a mechanism to find the best Pareto 
optimal where the selection mechanism for archive updates will be modified [27]. Based on their 
crowding value, the best non-dominated solutions are retained while the remaining dominated solutions 
are eliminated to guarantee the survival of the best solution.  
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The paper is structured as follows: Section 2 discusses the proposed methodological approach. The 
results and discussion are presented in Section 3, whilst Section 4 summarizes and concludes. 

2. Method 

2.1. MCPSO-CD 

In this section, a Multi-Objective Clustering Particle Swarm Optimization with a modified selection 
mechanism for the archive update (MCPSO-CD) method is proposed. This approach is grounded on a 
particle swarm optimization model for a multi-objective problem. This technique consists of the 
optimization level and decision-making level that is designed for clustering purposes. In the optimization 
level, an optimal solution for a given clustering problem, known as Pareto solutions, is provided. And 
each of the solutions is grouped with a different sum of clusters in the embedded form. MCPSO-CD 
uses these solutions to automatically determine the optimal clusters. The best solution among the 
solutions is selected by a simple decision-based decision-making level, which is also the case in any 
Pareto solution to be considered optimal. The process of MCPSO-CD is shown in Fig. 1.  

  

Fig. 1.  MCPSO-CD Process Flow 

The first step generates the initial population with clustering algorithms to be converted into a 
clustering solution. After that, the next generation is produced. In each generation, a set of particles, 
where each particle represents a potential solution, is generated. For each particle, a fitness or objective 
function is evaluated for each potential solution and then finds a personal best solution. After that, a 
clustering solution and gbest are updated. The best non-dominated solutions from particles by applying 
the Pareto dominance concept are found. Pareto dominance classifies solutions as dominated, or non-
dominated solutions then update archive by inserting the non-dominated solutions based on the 
proposed modified selection mechanism. It first sort all solutions in archive in descending order based 
on crowding value then check to delete dominated solution in archive. 
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2.2. Objective functions  

Assuming a clustering solution of a data, different measures of estimation occurs, the target is to 
locate and select the well separated and dense clusters. Two objective functions are used for that target. 
First is the overall deviation and second is the mean space of inter-clusters, which can be used to evaluate 
inter and intra-cluster separation between the clustered groups. 

1) Overall deviation 

This function determines the general deviation in the intra-cluster size of the data used. In reality, 
the overall deviation must be minimized. The formulation is given as: 

𝐷𝑒𝑣(C) = ∑ ∈ 𝐶𝑘𝛿(𝑖, 𝜇𝑘)𝐶𝑘     (1)  

where C is a cluster set, i is a data element, μk is a cluster centroid, and Ck, δ (.,.) is a distance function 
like Euclidean distance.  

2) Mean distance between clusters 

 The mean distance between the clusters is an objective function that determines the inter-cluster 
variations between clustered groups. It is computed by the minimum space of the neighboring clusters. 
The neighbor serves as a local model that emulates the relations of two data points. In this study, the 
Gabriel graph [28] was applied to attain the relationship in the adjacency of all points of a data. The 
graph is a sub-graph of the “Delaunay Triangulation” that joins the two data Nodes i and j in which no 
remaining node k is inside the open sphere with a diameter [i j]. Gabriel graph has a merit in that it can 
acquire all connected graphs with suitable distances. This objective function is given as follows: 

Mdc(C)  =
1

|C|
|∑CK∈C (mini∈Ck,j∈Ni,j∉Ck

,δ(i, j))    (2) 

where, Ni represents the neighbor set of data i in Gabriel graph, Ck is a distance function like Euclidean 
distance. Mdc must be maximized as an objective function. To reduce the objective as alike as Dev, the 
objective value may not be considered (-Mdc). 

2.3. Update clustering solution steps 

    The MOPSO method can easily be affected by the curse of data dimensionality as the datasets 
increase. Due to this fact, the MOPSO approach can only provide irregular clustering disparity in the 
process of searching. The MOPSO approach does not consider previous knowledge in the search process. 
To overcome the challenge, some properties of clustering, as in Gabriel graph and agglomerative 
clustering, are applied to improve and obtain better solutions as described in the following steps as 
proposed by Gong et al. [22] and as shown in Fig. 2.  

 

Fig. 2.  Particle iteration process 

Step 1: The topological centers that are in the partition in Gabriel's graph are determined. It 
computes a c value of every partition in a clustered solution. Some data with the largest value were 
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considered to be a topological midpoint. When there was more than the center, it randomly selected the 
topological center. 

Step 2: After selecting the topological midpoint, the agglomerative clustering method applied. It 
begins with k clusters, where each cluster contained a topology midpoint and other data points required 
to be reallocated. The succession merged continuously until the entire data points were clustered. 

Step 3: The final step optimized clusters are transformed into a new vector particle (update of position 
and velocity). k is placed in the first vector element, and then group the number corresponding to each 
data point by dividing it by k and placed them into another N elements. 

2.4. The selection mechanism for archive update 

To guarantee the survival of the best solution, we used the Pareto dominance concept after calculating 
the value of the crowding degree for each solution.  The leader selection mechanism will first sort all 
solutions in an archive in descending order based on crowding value then check to delete dominated 
solution in the archive as Fig. 3.  

Algorithm 1 

Input: a non-dominated solutions in Archive A; 
Output: best pareto front; 

1: Get the number of non-dominated solutions from gbest to Archive A;  
2: CrowdingValuesFunction (A)   
3:  Remove the most crowded one  in A; 
4: C=|A|   

5: for i=1 to |C|  
6:      for j=1 to |A|  
7:         F = Check-Dominance ( 𝐶𝑖,  𝐴𝑗)  

8:          if F == 1 // 𝐴𝑗  is dominated by  𝐶𝑖 

9:               mark 𝐴𝑗 as a dominated solution  

10:         end if  

11:    end for  
12: end for  
13: Delete all solution in which are dominated from A 
14: return best Pareto front; 

Fig. 3. Archive update 

Crowding distance is first sorted in ascending order of the computed objective function values of the 
set of solutions. A value of crowding distance solution is the average distance between its two 
neighboring solutions. Infinite crowding distance values were assigned to the boundary solutions that 
had the lowest and highest values of the objective function such that they are always selected. Across 
each objective function, this process takes place. The approach then selects a leader for each swarm of a 
particle according to the leaders’ crowding value. The maximum size of the leaders in the set is set equal 
to the size of the swarm (or population). After each generation, the set of leaders is updated as the 
appropriate values for the crowding distance. An illustration of the crowding distance algorithm is given 
in Fig. 4. 

Algorithm 2 

Input: a non-dominated solutions in Archive A; 
Output: Archive A after Crowding ; 
1: for m = 1 to M do 
2:    sort(F, m) 

3:     F[1]dist = F[N]dist = ∞ 
4:     for i = 2 to N − 1 do 
5:          F[i]dist = F[i]dist + (F[i+1].m−F[i−1].m)/ fmax −fmin 
6:      end for 

7: end for 
8: return Archive A; 

Fig. 4. Crowding Distance 
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2.5. Decision making 

Due to the trade-off among the objective functions, decision making in a residual Pareto set is 
tedious. However, the sparse coefficient is used to select the particles out of the residue Pareto set. In 
this study, the sparse coefficient is defined in (3) when entire Pareto solutions are normalized. 

sci = (dl.i + dr,i) 2⁄   (3)

Where, sci is the sparse coefficient of ith Pareto set, and  dl.i, dr,i are the Euclidean distances nearer 

to the right Pareto set and left Pareto solution, respectively. A solution taken is the Pareto solution with 
a large sparse coefficient. An illustration of the MCPSO-CD algorithm is given in Fig. 5. 

 

Fig. 5. MCPSO-CD Algorithm 

3. Results and Discussion 

3.1. Datasets 

To obtain an optimum result in the performance analysis of our proposed method, we evaluate the 
technique with seven datasets. Five datasets are artificially generated datasets as well as two real-world 
data sets sourced from KEEL (Knowledge Extraction based on Evolutionary Learning) repository, well-
known, and being used as benchmark data globally. These datasets have been used in solving particle 
swarm optimization problems, as presented in many scientific articles [18][29]. Table 1 summarizes the 
properties of the dataset. 

Table 1.  Data Set Properties 

Dataset D K N 

Flame 2 2 240 

Jain 2 2 373 

Path-based 2 3 299 

Compound 2 6 399 

R15 2 15 600 

Glass 9 7 214 

House-votes 16 2 232 

Note: D = the dimension of the data, K stands as the number of classes presently in the data, 
 and N represents the number of data instances. 

Algorithm 4 

Input: itermax set, learning parameters (c1 and c2), Np; 
Output: Let NonDom be a non-dominated set of repositions;  
1: Initialize swarm; 

2: for each particle do 
3:     Evaluate objective functions for particle 
4:     Update pbest 
5: end for 

6: update clustering solution, gbest; 
7: update archive (gbest) ; 
8: for iter in 1 to itermax do 
9:        update archive (gbest) ; 

10:     for each particle in swarm do 
11:         Evaluate objective functions for particle; 
12:          update pbest; 
13:    end for 

14:     update clustering solution, gbest; 
15: end for 
16: Select solution in NonDom 
17: return NonDom 
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3.2. Experimental setup 

The parameters of (MCPSO-CD) were configured, and the configuration results of each dataset are 
recorded and analyzed. Adjusted Rand Index (ARI) [30] was used to measure the accuracy of the 
clustering since there is a standard label in the dataset. ARI measures the similarity between the 
generated clusters and true clusters. When the generated clusters and true clusters had a high degree of 
similarity, the index yielded a high value. The comparison of the experimental is divided into two parts. 
First, we compare it with the clustering algorithms, K-Means, Spectral, BIRCH, and the Average-Link. 
These clustering algorithms have been selected as the comparison techniques in Multi-objective 
clustering with particle swarm optimization problems, as presented in many scientific articles [18][22]. 
Secondly, we compare it with the state-of-the-art multi-objective clustering algorithms [18][22]. 
Parameters settings used in MCPSO-CD as in [18]  for experimental comparison. The parameter values 
used in the experiment are: inertia weight (w) = 0.85, learning parameters c1 and c2 are 0.7, number of 
maximum iterations (itermax) is 500, number of a particle (Np) is 20, and number of maximum clusters 
(kmax) is15 respectively. 

3.3. Comparison with clustering algorithms 

The experimental results of the proposed method, K-means, Birch, and average-link algorithms, 
were recorded. The performance of the comparison is presented in Table 2. It shows that the method 
outperformed state-of-the-art techniques in clustering performance. The table shows the clustering 
algorithms outperformed MCPSO-CD in terms of the ARI index in one dataset (R15) only. Clusters 
number (R15) was 15, but the kmax of MCPSO-CD was 15, suggesting the reason why MCPSO-CD 
showed bad performance on (R15) dataset. Furthermore, the performance of MCPSO-CD was better 
than the baseline clustering methods in one real-world dataset, Glass and remained competitive in the 
other real-world dataset, House-votes. 

Table 2.  Results evaluated against other techniques 

Datasets 
Type 

Datasets 
MCPSO-

CD 
K_Means 

Spectral 
Clustering 

Average 
Link 

Birch 

Shape cluster 

datasets 

Flame 0.94 0.48 0.26 0.01 0.49 

Jain 0.93 0.51 0.72 0.02 0.92 

Path-based 0.90 0.48 0.50 0.39 0.47 

Compound 0.87 0.50 0.49 0.58 0.78 

R15 0.70 0.19 0.24 0.94 0.93 

real-world 

datasets 

Glass 0.35 0.24 0.17 0.02 0.26 

House-votes 0.64 0.61 0.64 0.01 0.61 

3.4. Comparison with a state-of-the-art multi-objective clustering algorithm 

The state-of-the-art multi-objective clustering algorithms were IMCPSO in [22] and MCPSO in 
[18]. The comparison made based on ARI, and results are shown in Table 3. The experimental results 
of the proposed method of MCPSO-CD were recorded.   

In a nutshell,  MCPSO-CD outperformed other clustering techniques compared in the shape datasets 
and real-world data by modified selection mechanism for archive update for MOPSO-CD in order to 
avoid models fall into local optima rather than the global optima. However, as reported in Table 3, the 
baseline method outperformed the MCPSO-CD in terms of the ARI index in (R15) and (Glass) dataset. 
It is worth noted that the cluster number of R15 and Glass is the biggest between the other dataset; this 
is the reason why the MCPSO-CD shows bad performance on these datasets. 
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Table 3.  Results evaluated against other state-of-the-art multi-objective clustering algorithm 

Datasets Type Datasets MCPSO-CD IMCPSO MCPSO 

Shape cluster datasets 

Flame 0.94 0.92 0.73 

Jain 0.93 0.72 0.66 

Path-based 0.90 0.89 0.81 

Compound 0.87 0.82 0.86 

R15 0.70 0.96 0.88 

Real-world datasets Glass 0.35 0.31 0.88 
 

In summary, the performance of MCPSO-CD outperformed other clustering techniques in the shape 
datasets and real-world by the improvement of leader selection strategy for MOPSO to avoid models fall 
into local optima rather than global optima. 

4. Conclusion 

Multi-objective PSO is recommended to solve the optimization problem effectively. The present 
study proposes a possible solution to the clustering problem due to the appropriate number of clusters 
being unknown. The number of clusters must all be defined to solve the problem, and its objects have 
to be judiciously assigned. The problems can be addressed by MOPSO with Crowding Distance. Based 
on the results on crowding distance, it is ideal as a leader selection technique. The results recorded 
significant improvement compared to the baseline approaches. Although the technique remains 
competitive in some test cases, it does not signify low performance in the approach since the average 
accuracy in the method outperformed the average accuracy in the baseline techniques in almost all the 
affected cases. 
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