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1. Introduction 

Classification is one of the techniques in Data Mining that categories the data collection target. Data 
Mining is a process of extracting useful information about the data from a large set of raw data [1]. 
Machine learning is an application of artificial intelligence that can automatically learn and improve from 
experience that has been trained [2]. The texture is an object’s appearance with a different surface, size, 
characteristic, and texture pattern [3]. Previous studies have applied many data mining approaches in 
classification to analyze specific or selected data [4][5]. Furthermore, some research tries to improve the 
data mining technique to boost performance when analyzing the data [6][7]. Besides, several studies use 
data mining techniques to identify data in a data group (statistics or diagrams) to simplify the data and 
make it easier to understand [8].  

Most studies improve data processing techniques and compare them with previous techniques [9]. 
The process becomes a reference for improving new (proposed) techniques with better performance and 
accuracy [10]–[12]. Plants play an essential role in our environment. There will be no earth’s ecology 
[11] to protect plants without plants. This study proposes an automatic classification scheme for plant 
species based on the shape features in the image of the leaves. Similar research has been carried out by 
[11]–[13], which classifies the same data, but the difference is in the method and framework. 

In addition to implementing classification techniques with three different algorithms based on leaf 
texture data and urban land cover, this study determine which machine learning has better accuracy and 
performance during texture data analysis [13] [14]. Classification is a supervised learning approach to 
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classify new observations. This method determines what data should be categorized by providing a set of 
sample data classes. It consists of two-phase when constructing a classifier. The training set needs to 
decide how the parameter should be focused on and combine the different data types into one type in 
the training phase. The set will be tested by applying the test data with a known target and comparing 
the training set with selected data. For additional information in the testing, set the result that produced 
on how long it takes to show the result on each data with the accuracy the data interpret either it has 
high accuracy or not [15].   

The classification process to solve the problem in this study is to use three classification methods, 
namely Naive Bayes (NB), Random Forest (RF) or Random Decision Forest (RDF), and k-Nearest 
Neighbor (k-NN). Data texture analysis becomes a reference in the classification process from these 
methods. Thus, the data texture becomes input in data mining, especially the classification process.  

The rest of the paper is organized as follows. Section 2 elucidates the related work on classification 
algorithms. Based on this research, the explanation of the classification process for obtaining valid results 
is present in Section 3. Section 4 describes the test and algorithm results, including parameter selection, 
experimental setup, and comparison of performance and accuracy of previous results. The last section 
(Section 5) presents a summary and future work. 

2. Method 

2.1. Random Forest 

Random Forest (RF) is a type of ensemble method that is used to predict the average of several 
independent base models was introduced for classification and regression method for RF framework 
[16][17]. The ensemble method uses multiple learning algorithms to obtain better predictive 
performance in classification and regression. One ensemble method used in RF is Bagging (Bootstrap 
Aggregation). Bagging is one of the techniques that perform in the decision tree used to reduce the 
variance of a decision tree. The RF model structures it almost like a decision tree model in classification 
[18]. This method was introduced because each decision tree is constructed by using a random subset 
of the training data. In the Concept of RF, the data sampling used is random in data training and subset 
[19]. However, without the independent decision tree, the randomness of the RF method cannot be 
used. Thus, in order to perform the RF method, creating a decision tree should first be done by using 
the equation for expected Information, Entropy, and information gain as know decision tree (CART) to 
create a decision tree [20][21], so the random value of data can be wrong and true. Gini Impurity is one 
of the measurements for the RF. The advantage of RF is that it can handle missing data values and 
maintain the accuracy for the missing data. However, it has a disadvantage where it would not give the 
precise value when using a regression model. That is why the RF uses random with multiple learning 
algorithms to get better performance and accuracy from the decision tree method [22]. Concept of RF, 
the data sampling used is random in data training and subset. However, without the independent 
decision tree, the randomness of the RF method cannot be used. So in order, perform the RF method, 
creating a decision tree should do first by using the equation for expected information (Fig. 1). 

 

Fig. 1.  The graphical model of the RF 
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2.2. Naïve Bayes 

The Naive Bayes (NB) is a probabilistic algorithm that performs classification tasks based on the 
Bayes theorem that Thomas Bayes introduced in 1702. Bayes theorem is like assumption was made if a 
feature or predictor was independent that does not affect others in the dataset [23]. NB has three 
different types of NB, like Multinomial, that mainly use the document classification problem. Bernoulli 
usually uses in prediction in Boolean values like true and false and 0 and 1 and Gaussian Naive use in 
prediction by using continuous value datasets. Using NB has their advantage and disadvantage, like if 
the prediction is accurate, then the performance becomes better compared to other like logistic 
regression with less training data. It is also straightforward to implement, but it has a high chance to 
lower data accuracy [24]. NB is a supervised machine learning algorithm usually used for classification 
that can assume the presence of a particular feature in a class unrelated to the presence feature (Fig. 2) 
[25]. 

 

Fig. 2.  The graphical model of the NB 

2.3. k-Nearest Neighbor 

k-Nearest Neighbor (k-NN) is a supervised classification that can classify non-attribute by assigning 
them to a similar attribute in the class, as shown in Fig. 3 [26]. Based on the articles related to k-NN, 
the probability of error of simple classification rule is bounded with the Bayes minimum probability of 
error is better that make the most impact paper in pattern recognition and texture classification 
applications such as the document authentication texture features [27].  

 

Fig. 3. The graphical model of the k-NN 

 

The k-NN algorithm is one of the supervised machine learning algorithms that can solve both 
classification and regression problems. It is straightforward to implement and understand but has the 
significant drawback of becoming significantly slow when using a large dataset. This model consists of a 
few of the equations that estimated the distance between the variable of the dataset. In the distance, 
function consists of three types like Euclidean, widely used in every article and journal, Manhattan and 
Minkowski. For additional information, there is another distance measure where it uses standardized 
distance. This standardized distance happens when there is a case wherein a training set consists of a 
combination variable like numerical and categorical. In k-NN, there are pros and cons when using this 
model as this model is straightforward to implement and understand where k-NN is known as Lazy 
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Leaner because this model does not have a training period that makes this model algorithm has faster 
training performance than others like SVM and linear regression. However, this model has a significant 
problem with slower performance when handling a large dataset. Another problem with k-NN this 
model is sensitive to noisy data and missing values that need to be input personally [28].  

2.4. Research flow 

Fig. 4 shows the entire research framework on how the result will be produced from the leaves and 
urban land datasets, including the accuracy. 

 

Fig. 4.  A research framework for the classification of leaves and urban land cover datasets 

2.4.1. Data Selection 

Data used is the leaves dataset and urban land cover taken from the Machine Learning Repository 
(UCI). The leaves dataset consists of shape and texture features extracted from digital images of leaf 
specimens originating from 40 different plant species. With 40 plant species, this dataset has 340 data 
with 16 attributes. The urban land cover dataset is a high-resolution aerial image of 9 urban land cover 
types with parameters, such as multi-scale spectral, size, shape, and texture information.  However, this 
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dataset has a total of 507 data with 22 attributes. Each of the data was in numerical form in continuous 
value that was suitable by using a classification in predicting the accuracy of each technique. 

2.4.2. Data Pre-processing 

In the preprocessing data phase, some of the methods are used on the leaf’s dataset and urban land 
cover dataset before data simulation using the selected algorithms of NB, RF, and k-NN. The primary 
data processing methods are cleaning, normalization, and reduction. Data cleaning will process the leaf 
datasets if any missing value needs to be worked. However, in this case, Leaf data originally does not 
have any missing value in the dataset, so data cleaning will not perform in this research project. The 
urban land cover dataset consists of a problem where there is some data redundant and some missing 
values in the dataset. In this case, to handle duplicated and missing values, the related raw data will be 
removed to avoid unprocessed data during the training and testing phases. For data, the reduction is a 
process where a large dataset will be removed to get results faster because the fewer dataset is, the faster 
the result will be produced. However, in this research project, data reduction will be performed on the 
urban land cover dataset only because there is duplicate data, and this data reduction is already performed 
during the data cleaning process that makes the final total of data into 507.  

Data normalization is a process of transforming the data wherein this research project the leaves 
datasets and urban land dataset need to transform it into continuous value where the data with a value 
between 0 and 1 [29]. In this research project, MinMax normalization will ensure that all the data in 
the dataset has a normalized value of each row of data (1). 

𝑀𝑖𝑛𝑀𝑎𝑥 =
(𝑣−𝑀𝑖𝑛 𝑥)

𝑀𝑎𝑥 𝑥−𝑀𝑖𝑛 𝑥
(𝑛𝑒𝑤𝑀𝑎𝑥 − 𝑛𝑒𝑤𝑀𝑖𝑛) + 𝑛𝑒𝑤𝑀𝑖𝑛  (1) 

Min refers to the lowest value of the data in the leaves and urban land datasets. Max refers to the 
highest value of the data in the leaves and urban land dataset, V is the pick value of the row on each 
attribute of leaves dataset and urban land dataset, newMax sets the maximum value to 1. newMin sets 
the minimum value to 0. 

2.4.3. Performance Measurements 

For the performance measurements to find the accuracy, sensitivity, and specificity of the techniques, 
the research paper was [30]. Accuracy is a calculated correct prediction divided into a total number of 
data in the dataset. Sensitivity calculates all the correct predictions that have been divided into a total 
number of correct predictions. Specificity calculates all the correct predictions divided into a total 
number of incorrect predictions. The best value for accuracy, sensitivity, and specificity was 1.0 or 100%, 
and the worst value was 0.0 or 0%. This equation will be used during the training and testing model to 
find each algorithm’s accuracy, sensitivity, and specificity. The primary performance measure is evaluated 
in accuracy, precision, and recall from the classification confusion matrix [31], [32]. The measures are 
computed by using (2)-(5). 

Accuracy is the total number of samples correctly classified to the total number of samples classified. 
The formula for calculating accuracy is shown in (2). The number of samples is classified as positive 
divided by the total sample in the testing set positive category. The formula for calculating recall is 
shown in  (3). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
=

𝑇𝑃+𝑇𝑁

𝑃+𝑁
   (2) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
=

𝑇𝑃

𝑃
   (3) 

T is the number of samples is categorized positively classed correctly divided by total samples are 
classified as positive samples. The formula for calculating precision is shown in (4)  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (4) 
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The characteristics of the test and measures the proportion of negatives that are correctly identified. 
The population does not affect the results. The formula for calculating specificity is shown in (5).  

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (5) 

3. Results and Discussion 

3.1. Parameters Selection and Experimental Setting 

Parameter selection processes choose the selected parameter for each technique algorithm used 
during each of the data training. Each technique will be chosen based on the effect of manipulation on 
a specific parameter. For RF techniques, the parameter used was mtry and ntree. For k-NN, k will be 
used as a parameter, and NB uses the feature as a chosen parameter tuned in every model to increase the 
accuracy of the performance. Table 1, Table 2, and Table 3 show the selected parameters of each 
classification model with the description of each parameter. 

Table 1.  The selected parameter for each technique in the leaves dataset 

No. Technique Default Parameter Parameter Selected (Testing) 

1 RF 
mtry : 8 

ntree : 500 

mtry :1-20 

ntree :300 - 2000 

2 k-NN 
K=17 
K=18 

K= 1-50 

3 NB Feature: Class..species. Feature : All feature 

Table 2.  The selected parameter for each technique in the Land Urban dataset 

No. Technique Default Parameter Parameter Selected (Testing) 

1 RF 
mtry : 8 

ntree : 500 

mtry :range(1-20) 

ntree :range(300 - 2500) 

2 k-NN 
K=23 
K=24 

K= 1-50 

3 NB Feature: classes. Feature : All feature 

Table 3.  The description of each selected parameter for each technique 

No. Technique Parameter Parameter Description 

1 RF 
Mtry 
Ntree 

Mtry: the number of variables that will randomly sample used 

as candidates at each tree split. 
Ntree: the number tree to grow. 

2 k-NN k 
k: the number of the nearest neighbor of the model will be 

considered based on the length of the data. 

3 NB Feature Feature:  the attribute of the dataset. 

 

Each model’s parameters have been trying to manipulate the value from the original parameter and 
the list parameter in the tables. The parameters tuning shows an improvement in the accuracy of each 
model. For this experiment testing, Rstudio has to be used as the platform for each data’s training, and 
testing model with a different technique that will be used is the RF, k-NN, and NB to make this research 
successful produce the result. As mentioned in the training and testing model discussed just now, this 
experiment requires creating these two models for each algorithm. Using these two models in the 
training model ensures that the algorithm can be trained using the leaves and the urban land dataset. In 
addition, each of these algorithms cannot be applied directly if the data do not match. This algorithm 
needs to be trained first before the actual test. The other model is the testing model, and the testing 
model is a model where the performing the real test to get the output which means accuracy and 
performance. Each algorithm validation and evaluation was applied to see the expected outcome meets 
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the project objectives. Table 4 and Table 5 show the information related to Rstudio and the initial set 
of splitting the data based on 0.75 of training and 0.25 of testing for each dataset used. 

Table 4.  Data Information 

No Data Number of data Number of the attribute 
1 Leaves dataset 340 16 

2 Urban land dataset 507 22 

Table 5.  Data Split 

No Data 
Training (0.75) Test (0.25) 

RF k-NN NB RF K-NN NB 

1 leaves dataset 259 255 265 81 85 75 

2 Urban land dataset 376 380 382 131 127 125 

 

3.2. Experiment Results 

The RF in Rstudio required an extension package as training and testing for the RF algorithm. At 
the initial phase of the experiment, the leaves dataset and urban land cover were normalized to optimize 
the data. All the datasets have been separated into two different data models for the training and testing 
models and then processed the data by using 10-fold cross-validation to increase the effectiveness of the 
models. Table 6 and Table 7 show the final result of the testing models with the selected parameter 
change on both datasets. 

Table 6.  The result of testing the RF model with the selected parameters of the leaves dataset  

N=81 r Measure 

Prediction (predict) 

  
Precision (PPV) 

  72.84% 

Positive 
59 22 NPV 

22 0 0% 

Measure 

Sensitivity Specificity Accuracy Error rate 

72.84% 0% 

57.28% 42.72% 

Overall Accuracy Error rate 

72.84% 27.16% 

Table 7.  The result of testing the RF model with the selected parameters of the urban land cover dataset 

N=131 r Measure 

Prediction (predict) 
  Precision (PPV) 

  81.68% 

Positive 
107 24 NPV 

24 0 0% 

Measure 

Sensitivity Specificity Accuracy Error rate 

81.68% 0% 

69.03% 30.97% 

Overall Accuracy Error rate 

81.68% 18.32% 

 

Different parameter settings on the RF algorithm show 72.84 % of overall accuracy with 27.16% 
error rate on leaves dataset and for urban land cover also gain 81.68% of overall accuracy with 18.32% 
error rate on the final testing model. The k-NN in Rstudio also required an extension package used as 
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training and testing for the k-NN algorithm. This experiment has been using the same method in initial 
phase data normalization. Table 8 and Table 9 show the final result of the experiment by the k-NN 
algorithm on two different datasets.  

Table 8.  The result of testing the k-NN model with selected parameters of the leaves dataset  

N=131 r Measure 

Prediction (predict) 

 

  Precision (PPV) 

  44.71% 

Positive 

 

38 47 NPV 

47 0 0% 

Measure 

 

Sensitivity Specificity Accuracy Error rate 

44.71% 

 

0% 

 

28.79% 71.21% 

Overall Accuracy Error rate 

44.71% 55.29% 

Table 9.  The result of testing the k-NN model with selected parameters of the urban land cover dataset  

N=127 r Measure 

Prediction (predict) 

 

  Precision (PPV) 

  66.14% 

Positive 

 

84 43 NPV 

43 0 0% 

Measure 

 

Sensitivity Specificity Accuracy Error rate 

66.14% 
 

0% 
 

49.41% 50.59% 

Overall Accuracy Error rate 

66.14% 33.86% 

 

Changing one parameter setting on the k-NN algorithm shows 44.71% of overall accuracy with a 
55.29% error rate on the leaves dataset. Moreover, urban land cover gains 66.14% overall accuracy with 
a 33.86% final testing model error rate. The NB in Rstudio requires the same extension package as the 
k-NN experiment before training and testing the k-NN algorithm. This experiment has also used the 
same method in initial phase data normalization 10-fold cross-validation on the previous experiment.  

Table 10 and Table 11 show the final result of the experiment by the k-NN algorithm on two 
different datasets. Changing one parameter setting on the k-NN algorithm shows 78.67% of overall 
accuracy with a 21.33% error rate on the leaves dataset. Moreover, urban land cover gains 93.60% overall 
accuracy with a 6.40% final testing model error rate. 

Table 10.  The result of testing the NB model with the selected parameters of the leaves dataset 

N=75 r Measure 

Prediction (predict) 

 

  Precision (PPV) 

  78.67% 

Positive 

 

59 16 NPV 

16 0 0% 

Measure 

 

Sensitivity Specificity Accuracy Error rate 

78.67% 

 

0% 

 

64.84% 35.16% 

Overall Accuracy Error rate 

78.67% 21.33% 
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Table 11.  The result of testing the NB model with selected parameters of the urban land cover dataset 

N=125 r Measure 

Prediction (predict) 

 

  Precision (PPV) 

  93.60% 

Positive 

 

117 8 NPV 

8 0 0% 

Measure 

 

Sensitivity Specificity Accuracy Error rate 

93.60% 

 

0% 

 

87.97% 12.03% 

Overall Accuracy Error rate 

93.60% 6.40% 

 

Evaluation of the performance of each algorithm using the concept of multiclass on each dataset. 
The summary results of all experiments carried out in the test are shown in Table 12. The calculation 
model uses each algorithm and object’s accuracy and error rate (leaves and urban land cover). 

Table 12.  Summary of overall experimental and result 

 
Algorithm 

Leaves dataset Urban land cover dataset 

Experiment Measure 

Overall 

Accuracy 
Error rate Overall Accuracy Error rate 

RF 72.84% 27.16% 81.68% 18.32% 

k-NN 44.71% 55.29% 66.14% 33.86% 

NB 78.67% 21.33% 93.60% 6.40% 

 

Table 12 shows the overall accuracy performance with an error rate of each algorithm in RF, k-NN, 
and NB on two datasets in texture in leaves dataset and urban land cover dataset. NB algorithm has the 
best overall accuracy where the NB has 78.67% overall accuracy performance with 21.33% error rate 
compared to RF and k-NN algorithm on leaves dataset and also urban land cover where NB has 93.60% 
overall accuracy with 6.40% error rate compared to the RF and k-NN algorithm 

4. Conclusion 

Based on the research aims, the test and evaluation might increase the accuracy as it can deduce 
which algorithm best suits texture analysis. The selected algorithms are Naive Bayes (BN), Random 
Forest (RF), and k- Nearest Neighbor (k-NN), and the selected datasets are leaves and also urban land 
cover. The texture dataset can be classified based on the type and pattern of texture. The type and pattern 
of the texture significantly affect the performance accuracy of the classification algorithms. The tests 
show that the NB algorithm has the best overall accuracies of 78.67% and 93.60% for respective leaves 
and urban land cover datasets compared to the RF and k-NN results. Hence, algorithms with 
independent features analysis capability are found to be more sensitive to texture features along. 
Including ensemble techniques might increase the performance and accuracy of the ML algorithms and 
could be covered in our future work. 
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