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1. Introduction 
Convolutional Neural Networks (CNN) as a powerful technique of deep learning. The accuracy 

improvement of Convolutional Neural Networks (CNN) is still an interesting study for scholars. CNN 

is superior performance in computer vision, especially in image recognition [1]–[3]. Furthermore, CNN 

benefits from high computation [4], a dominant deep learning technique [5], and rich hyperparameter 

[6], [7], [8] as an advantage of CNN.  

The main task of CNN is how to design the best performance of architecture [9]. This task involves 

validity on hyperparameters, such as the number of filters in layers, how many layers are in the network, 

the size of the convolution window, the type of optimizer, etc. All of the different hyperparameter 

combinations create a wide range of possible CNN model architectures [10]. The CNN hyperparameters 

are divided into three parts, i.e., global hyperparameters, layers, hyperparameters, and architecture 

hyperparameters. Manually, the testing of various hyperparameters is a good performance. This approach 

can be carried out on all parts of the hyperparameter. However, the manual approach requires a certain 
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 Convolutional Neural Networks (CNNs) perform well compared to other 

deep learning models in image recognition, especially in handwritten 

alphabetic numeral datasets. CNN's challenging task is to find an 

architecture with the right hyperparameters. Usually, this activity is done 

by trial and error. A genetic algorithm (GA) has been widely used for 

automatic hyperparameter optimization. However, the original GA with 

fixed chromosome length allows for suboptimal solution results because 

CNN has a variable number of hyperparameters depending on the depth of 

the model. Previous work proposed variable chromosome lengths to 

overcome the drawbacks of native GA. This paper proposes a variable length 

GA by adding global hyperparameters, namely optimizer and learning 

speed, to systematically and automatically tune CNN hyperparameters to 

improve performance. We optimize seven hyperparameters, such as the 

learning rate. Optimizer, kernel, filter, activation function, number of layers 

and pooling. The experimental results show that a population of 25 

produces the best fitness value and average fitness. In addition, the 

comparison results show that the proposed model is superior to the basic 

model based on accuracy. The experimental results show that the proposed 

model is about 99.18% higher than the baseline model.  
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level of knowledge in deep learning [7], the process of trial and error is tedious and long-time [11]. The 

solution to this problem is a hyperparameter automated approach. 

Another way for hyperparameter optimization is done automatically. Genetic Algorithms (GA) as 

Evolutionary Algorithms (EA) is widely used for automatically hyperparameter optimization. GA is a 

search algorithm width range of intervals [12], flexibility to be hybridized with deep learning models, 

and an extensive library. However, the convergence process of GA failed to obtain global optimal 

solutions. This shortcoming of GA is solved by [13] with a variable length of the chromosome. This 

proposed method is proven successfully to overcome premature convergence or local optimal solutions. 

However, this study only focuses on two hyperparameters (architecture and layers), while other 

hyperparameters (global) did not use yet. Even though this hyperparameter affects the convergence of 

CNN model, especially on the chromosome optimizer. Therefore, this paper proposes all GA variable 

lengths to optimize hyperparameters more efficiently on CNN. On the other hand, the validation of the 

proposed model uses English Handwritten (EH). This dataset has various types where the writing can 

be recognized based on the author's writing's thickness, size, shape, and slope. For example, the 

characters A-Z, a-z, and 0-9 are alphabetic writings in the form of EH. There will be more types because 

writers have different writing styles, so it is the best way to do recognition. 

Several recent studies have explored the use of metaheuristics to optimize CNN hyperparameters in 

image recognition. In [14] used GA to optimize layer hyperparameters such as kernel size, padding, and 

activation with Cifar-10 and Cifar-100 datasets. They report that the proposed model performs better 

than manually hyperparameter optimization. Layer optimization and hyperparameter architecture were 

carried out by [15] with an accuracy test reaching 95% on the Cifar-10 dataset. Meanwhile, in [16] for 

Cifar-10 and in [17] for MNIST used GA [18] to optimize all parts of the CNN hyperparameter (layer, 

architecture, global). They argued that optimizing the learning rate on optimizer can compare the quality 

of individually produced. In [19], [17] used the Caltech-256 dataset for model validation. They optimize 

hyperparameters on kernel size and the number of kernels to maintain model depth for good 

performance. They used the general binary crossover operator of original GA [20]. This implies that 

hyperparameter values survive for the next generation but are not always successful sequences of 

consecutive values. 

A novel sequential model of crossover operator based on an incremental selective pressure was 

proposed by [21] to overcome the schedule over evolution in GA. They used a supervised (CIFAR10, 

MNIST, and Caltech256) dataset to validate the modes, with better results for accuracy tests on different 

data. GA-based hyperparameter optimization layer using Cifar-10 data set achieves 97% precision [22]. 

Optimization of global hyperparameter and layer hyperparameter based on GA is proposed by [23]. They 

stated that the dropout value is not significant because this value does not affect the accuracy of the 250 

MNIST training data. Three part of hyperparameter optimization on CNN based on GA using a facial 

emotion recognition dataset was studied by [24]. They reported that the proposed model improved 

performance by 8% (from 74% to 82%) with genetic algorithms compared to a previous work that 

utilized a trial and error method. GA provides heuristic-based guided navigation that improves both 

exploration and exploitation of the solution space, and importance sampling based on Monte Carlo 

ensures important samples are sampled more frequently for training, as demonstrated by [25] using the 

MNIST and Cifar-10 datasets to optimize the CNN hyperparameter. They reported that the proposed 

model provided a winning combination for enhancing the quality of the trained model. CNN 

Hyperparameter optimization based on GA with MNIST data achieved 99.72% accuracy [26]. 

GA-based hyperparameter CNN have been extensively worked on and proven to be good. In [13] 

found the shortcomings of GA, i.e. premature convergence, which causes a local optimum solution. 

Based on this problem, they proposed a variable length chromosome in GA. The model test results with 

Cifar-10 data improve the previous work from 51.90% to 88.92%, and the computation is faster. They 

only use two parts of hyperparameters, i.e. layers and architecture, so if they add one part, i.e. global 

hyperparameters, it has the potential to improve accuracy. Furthermore, model validation usually uses 

supervised datasets, i.e. Cifar-10, Cifar-100, MNIST, and Caltech-256. The unsupervised datasets is 
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needed to enrich the study of GA-based hyperparameter CNN. Therefore, we propose a GA-based 

hyperparameter CNN with a variable length chromosome with an unsupervised dataset, i.e. EH. 

Furthermore, the article is discussed with the following details: Related works are presented in 

section 2. Section 3 discusses the details of the proposed algorithm, and 4 discusses the experimental 

results and their analysis. Furthermore, section 5 discusses the conclusions. 

2. Method 
This work involves three phases, as shown in Fig. 1. First, the dataset is preprocessed, the ranges and 

lists of all the optimized hyperparameters are determined. Then, through the CNN+GA algorithm, the 

best combination of the CNN hyperparameters is concluded, and finally, using the best combination, 

the CNN model is built and verified using the test data. 

 

Fig. 1. Flowchart of CNN- GA. 

2.1. Phase 1 

2.1.1. Pre-processing datasets 
This paper use English HR datasets that is taken from NIST [27].  The number of datasets 

is 372.450 records, details as shown in Fig. 2. 

 

Fig. 2. The imbalance of A-Z English HR datasets 

Fig. 2 shows that the dataset distribution is uneven or skewed class distribution. The under-sampling 

technique is applied to balance by reducing the size of the abundant class. This technique is used because 

the number of English HR datasets is sufficient. By keeping all samples in the rare class and randomly 

selecting the same number of samples in the abundant class, a new, balanced dataset can be retrieved for 

further modelling. The balance dataset is shown in Fig. 3. 
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Fig. 3. The balance of A-Z English HR datasets 

Next, the image size is reshaped and converted into grayscale (Fig. 4), then divided or split into 

training data and testing data with a proportion of 80:20. 

 

Fig. 4. Grayscale of A-Z English HR datasets 

2.1.2. Determination of hyperparameters ranges and list  
This paper optimizes seven hyperparameters divided into three types: global, architecture, and layer. 

Global hyperparameters can affect the overall model. Parameters included in this category are optimizer 

and learning rate. Meanwhile, the Hyperparameter layer includes the number of output channels, kernel 

size, and activation function. Finally, the architecture hyperparameters include the number of the 

convolutional layer. Range hyperparameters are defined as the depth of the CNN model shown in Table 

1. 

Table 1.  Range of hyperparameter 

Hyperparameter Choices 
Number of output 8, 16, 32, 64, 128, 256, 512 

Convolutional Filter Size  1x1, 3x3, 5x5, 7x7, 9x9 

Activation Function type ReLu, Tanh, ELU, SELU 

Pooling Type MaxPooling, AverangePooling 

Skip Connection Yes, No 

Batch Normalization Yes, No 

Numbers of Layers ≥ 2 

Optimizer 

Adam, Adamax, Adagrad, Adadelta, Nadam, SGD, 

RMSprop 

Learning rate [0.001, 0.01] 
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2.2. Phase 2 
This section includes the execution GA-CNN of algorithm. The flow diagram of proposed model is 

illustrated in Fig. 3. The primary process of the proposed model consists of Variable Length Genetic 

Algorithms, Encoding Scheme, and Fitness of individuals. The tuning of the hyperparameter process at 

this stage is described in Table 2. The output of this stage is the best combination of hyperparameters 

from the proposed model. 

Table 2.  Parameter Tuning 

Parameter value 
Crossover Rate 0.8 

Mutation Rate 0.2 

FitSurvivalRate 0.01 

UnFitSurvivalRate 1.0 

NGen 10 

PopSize 15 

n_pahse 15 

2.2.1. Variable length genetic algorithms 
Original GA requires a fixed chromosome length if applied to optimize CNN hyperparameters. This 

is because CNN has a varying number of convolution layers and has different depths. The variable length 

of chromosome in GA contains the parameters that represents the solution from the hyperparameter 

CNN configuration. The solution is encoded in the form of a chromosome discussed in section 2.2.2. 

Fig 5 describes logical flow for the variable length GA+CNN. 

 

Fig. 5. Logical flow of the GA-CNN algorithm using variable length 
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Two convolution layers are generated in the initial population, and the individual initializations or 

solutions to the hyperparameters are randomly generated. Furthermore, individuals are evaluated and 

sorted based on the best fitness value. The fitness value for the individual is generated from the accuracy 

value on CNN based on dataset validation. Individuals with the best fitness values are selected and survive 

to the next generation. The rest, the next generation, is produced by individuals based on the crossover 

and mutation process using the original GA operator. Crossover makes two individuals parents, resulting 

in children inheriting the parents' properties. In mutation, some of the individual hyperparameters are 

changed. After the two layers evolve, the algorithm enters a phase where it is possible to generate 

generations with more layers and hyperparameters. 

2.2.2. Encoding Scheme 
Chromosomes contain information on each individual. Usually, chromosomes are represented in the 

form of binary numbers (0 and 1). In optimizing the CNN hyperparameter, the chromosomes in this 

paper contain information with different values. These values are defined as CNN hyperparameters 

(global, architecture, and layers) such as optimizer, learning rate, number of layer convolutions, the 

number of dense layers, kernel size, filter, activation function, etc. Finally, a chromosome is obtained, 

CNN model is built. 

The initial phase of the proposed model, there are two convolutions; layer a and layer b. The suitable 

hyperparameters are encoded in chromosomes, as illustrated in Fig. 6. The suitable hyperparameters for 

each convolution layer include feature maps. Furthermore, there are three additional hyperparameters 

for the two-layer convolution block, including the pooling type and whether or not to include a skip 

connection. Fig. 7 is an example of the skip connection. If a connection skip exists, the connection layer 

will skip 1 x 1 convolution, and its output is added to the output of the entire block. In the chromosome, 

there is an additional "Activation type," which is defined based on the type of activation function that 

will be used for the whole model. Fig. 6 illustrates the encoding scheme at phase 0. 

 

Fig. 6. The initial chromosome (Phase 0) 

 

Fig. 7. . Skip connection sample [13] 

 After phase 0, layer a and layer b can still be added to a convolution layer in the next phase. However, 

this algorithm added rules to decide whether to add one or two convolution layers in the next phase. 

Chromosome codification after phase 0 can be illustrated in Fig. 8. New hyperparameters are inserted 

into the chromosome in the next phase, where the codification is similar to phase 0. Except the 

hyperparameter does not have "Activation Type" and has the new hyperparameter "Include Layer?" 

which is 0 or 1. If the new hyperparameter is 1, there will be two layers in this phase, and if 0, there will 

be only one. 

 

Fig. 8. Encoding for Phases after Phase 0. 
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In the next phase, Chromosome with variable length is formed, and the model architecture is depth. 

As an illustration, it can be seen in Fig. 9. 

 

Fig. 9. The model grows deeper when a new phase begins 

2.2.3. Fitness of individuals 
The best individual has the best fitness value accuracy in the validation dataset. One way is to train 

the model towards convergence and compare it. Although this method is accurate when comparing 

models on validation datasets, this process is time-consuming and high computational. This problem 

can be solved by training the model using multiple epochs to compare their relative fitness with each 

other. A better model in the training process at each epoch tends to have better performance. The 

number of epochs used in this paper is 5. 

2.3. Phase 3 
This section uses the best hyperparameters and architecture for the training model. In details of this 

phase are illustrated in Fig. 10. After building the model using training and validation data, the model 

is verified using data testing. 

 

Fig. 10. Phase 3 

2.4. Evaluation Metrics 
To evaluate each individual, we use the accuracy score as a function of fitness formulated with Eq. 

(1)  

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑠𝑠𝐴𝐴𝑠𝑠𝐴𝐴𝑠𝑠 =  𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑇𝑇
  (1) 

where TP: True Positif; TN:True Negative; FP: False Positive; FN: False Negative. 
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2.5. Experiment serach space and setup  

2.5.1. Search Space 
The search space in GA serves to generate possible solutions [29]. For example, a small search space 

requires a short time to generate the CNN architecture model, but the resulting model is not necessarily 

optimal. On the other hand, a vast search space makes it possible to find more solutions so that the 

resulting CNN model is more optimal but requires more computational power. The search space is 

detailed in Table 1.  

In this paper, we refine the search space used by [13] adding global hyperparameters, namely 

optimizer and learning rate. Based on previous research, global hyperparameters can maintain the 

convergence of the model. Furthermore, the search space can expand as the number of layers increases. 

Initially, the model has two layers, and the search space contains 156,800 combinations of 

hyperparameters [13]. If the number of layers increases to 10, then the search space grows to about 10

25

.  

2.5.2. Experimental Setup 
This research was run on colab.google.com with GPU. In order to save time, each individual's fitness 

is used as an accuracy test after 5 training epochs. Longer chromosomes built on the best individuals in 

the previous stage indicate the algorithm will enter a new phase where the old best model's trained 

weights are transferred into the new models, and the new ones are trained for another five epochs to get 

their fitness value (Fig. 11). 

 

Fig. 11. Design of Weight initialization scheme for deeper models 

3. Results and Discussion 
In this paper, the population is configured as 15 with 8 generations. The best and average fitness 

results for each generation are shown in Fig. 12. From these results, The best individual is produced by 

the 8th individual in the 8th generation with a fitness value or accuracy of 99.18%. 



74 International Journal of Advances in Intelligent Informatics   ISSN 2442-6571 

 Vol. 9, No. 1, March 2023, pp. 66-78 

 

 

 Munsarif et al. (Improving convolutional neural network based on hyperparameter optimization using variable length…) 

 

Fig. 12. The Best fitness and average fitness based on the configuration number of population 

The details of the hyperparameters in the best population are the first number of output channels is 

7x7 with kernel size is 256, the activation function is ReLU, the following number of output channels 

is 3x3 with kernel size is 64, the optimizer is Adamax with learning rate is 0.001. Adamax is an optimizer 

which is a variant of the Adam optimizer. However, in practice there is the addition of the infinity norm 

[28].  The CNN best model visualization is shown in the Fig. 13.  

 

Fig. 13. The best architecture of CNN model 

Generation 1 generated a fitness value of 73.86% by applying 0.8 for the crossover operator rate and 

0.2 for the mutation operator. The best individuals achieve a fitness value of 85% in this generation. 

After passing the selected offspring to the next generation, the individuals split or recombine the 

multiparent and elitism concepts to produce offspring. Big changes in fitness values occur in this phase. 

The average individual in generation 2 increases dramatically compared to generation 1. 

Best Individual  
at Gen-8 with 99.18 
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The 2 operators positively impact the fitness values of the individuals. However, there was a slight 

decrease in generations 3 and 5. Individuals in generation 8 were physically fitter than those in other 

generations (Table 3). 

Table 3.  The mean of fitness values of individuals based Generation 

Fig. 14 shows the best fitness value and average fitness for each individual in  generation of 8. The 

best fitness and the average fitness for individuals increase. The factor of adding global hyperparameters, 

namely the optimizer and learning rate, results in a good performance by reducing overfitting by 

maintaining convergence in the model. 

 

Fig. 14.  The fitness value of individuals 

Furthermore, the proposed method is compared with the baseline model, namely ANN, DNN, CNN, 

LSTM, biLSTM, GRU, CNN-LSTM, and CNN-RNN. The comparison result of accuracy is shown in 

Table 4. The proposed model is superior accuracy compared to the baseline model. It means that the 

hyperparameter approach to the GA-based CNN model is successful. 

 

Generation Mean Fitness values of all individuals 
Generated from respective generations 

Mean Fitness values of  
selected individuals  

Gen-1 73.86 85.00 

 

Gen-2 98.02 98.62 

 

Gen-3 85.76 91.42 

 

Gen-4 97.82 98.31 

 

Gen-5 77.235 92.77 

 

Gen-6 97.60 98.79 

 

Gen-7 98.30 98.86 

 

Gen-8 98.13 99.07 

 

Gen-9 95.22 94.67 

 

Gen-10 90.65 98.49 
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Table 4.  The accuracy comparison of proposed models and baseline models 

Model Accuracy 
ANN 96.17 

DNN 69.33 

CNN 98.33 

LSTM 96.77 

biLSTM 97.49 

GRU 97.24 

CNN-LSTM 97.84 

CNN-RNN 98.25 

Proposed Model 99.18 

4. Conclusion 
This paper developed an existing model about the variable length of GA by adding global 

hyperparameters, namely optimizer and learning rate, to maintain the convergence of the model. These 

experiments were performed on an English handwritten digit dataset and compared with the baseline 

model. The experimental results show that a population of 25 produces the best fitness value and average 

fitness. In addition, the comparison results show that the proposed model is superior to the baseline 

model based on accuracy. Furthermore, in future work, we propose hyperparameter values and the 

number of hyperparameters to be enlarged. 
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