Leveraging social media data using latent dirichlet allocation and naïve bayes for mental health sentiment analytics on Covid-19 pandemic
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1. Introduction

The World Health Organization (WHO) has declared COVID-19 a public health pandemic [1]. The pandemic of COVID-19 has overtaken the world. Many countries worldwide, including Malaysia, are experiencing a crisis that may result in high mortality and morbidity rates [2]. The negative impact on mental health becomes noticeable in the early stages of the COVID-19 pandemic in Malaysia. The public’s psychological and behavioural responses have risen as the COVID-19 outbreak progresses. A high impression of severity, vulnerability, impact, and fear has influenced higher anxiety [3]. Social media data can be used to track Malaysian sentiments in the COVID-19 era. However, it is often found on the internet in text format with no labels, and manually decoding this data is usually complicated. Furthermore, traditional data-gathering approaches, such as filling out a survey form, may not completely capture the sentiments. This study uses a text mining technique called Latent Dirichlet Allocation (LDA) on social media to discover mental health topics during the COVID-19 pandemic. Then, a model is developed using a hybrid approach, combining both lexicon-based and Naïve Bayes classifier. The accuracy, precision, recall, and F-measures are used to evaluate the sentiment classification. The result shows that the best lexicon-based technique is VADER with 72% accuracy compared to TextBlob with 70% accuracy. These sentiments results allow for a better understanding and handling of the pandemic. The top three topics are identified and further classified into positive and negative comments. In conclusion, the developed model can assist healthcare workers and policymakers in making the right decisions in the upcoming pandemic outbreaks.
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ABSTRACT

In Malaysia, during the early stages of the COVID-19 pandemic, the negative impact on mental health became noticeable. The public’s psychological and behavioral responses have risen as the COVID-19 outbreak progresses. A high impression of severity, vulnerability, impact, and fear was the element that influenced higher anxiety. Social media data can be used to track Malaysian sentiments in the COVID-19 era. However, it is often found on the internet in text format with no labels, and manually decoding this data is usually complicated. Furthermore, traditional data-gathering approaches, such as filling out a survey form, may not completely capture the sentiments. This study uses a text mining technique called Latent Dirichlet Allocation (LDA) on social media to discover mental health topics during the COVID-19 pandemic. Then, a model is developed using a hybrid approach, combining both lexicon-based and Naïve Bayes classifier. The accuracy, precision, recall, and F-measures are used to evaluate the sentiment classification. The result shows that the best lexicon-based technique is VADER with 72% accuracy compared to TextBlob with 70% accuracy. These sentiments results allow for a better understanding and handling of the pandemic. The top three topics are identified and further classified into positive and negative comments. In conclusion, the developed model can assist healthcare workers and policymakers in making the right decisions in the upcoming pandemic outbreaks.
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1. Introduction

The World Health Organization (WHO) has declared COVID-19 a public health pandemic [1]. The pandemic of COVID-19 has overtaken the world. Many countries worldwide, including Malaysia, are experiencing a crisis that may result in high mortality and morbidity rates [2]. The negative impact on mental health becomes noticeable in the early stages of the COVID-19 pandemic in Malaysia. The public’s psychological and behavioural responses have risen as the COVID-19 outbreak progresses. A high impression of the elements of severity, vulnerability, impact, and fear has influenced a higher level of anxiety [3]. Social media data can be used to track Malaysian sentiments in the COVID-19 era. However, social media data is often found on the internet in text format with no labels, and manually decoding this data is usually a complicated process [4]. Despite the introduction of automated...
interpreting methods, the underlying technology still needs advancement. Furthermore, traditional data gathering approaches, such as filling out a survey form, may not completely capture the sentiments [5], [6]. Researchers can discover the topic being discussed, such as mental health during the COVID-19 outbreak, by utilizing a popular data mining technique called topic modelling on social media.

To date, there is still a lack of investigation on mental health in the context of COVID-19 in Malaysia. Wong et al. [7] claim that there are limited studies on the uncertainties over how the prolonged physical incarceration and containment measures imposed because of the COVID-19 epidemic have affected the mental health of Malaysians. There is also a lack of study on how the COVID-19 pandemic’s resulting economic breakdown has affected the mental health of Malaysians because mental health is not given enough exposure and attention [8]. Furthermore, there may be cultural variations that necessitate the exploration of these issues in Malaysia [9]. Repeated tracking of social media data could provide a diachronic perspective on public morale and collective attitude alterations, as individuals actively contribute to narratives, providing unprompted and varied understandings of various circumstances [10]. On top of that, this study shows the possibility of utilising sentiment analysis on social media data to investigate the mental state among social media users, which can offer valuable proxies for mental health. This research was able to build methods that may assess, on a scale, whether components of the mental health issue posted on social media are more positive or negative in tone by including lexicon-based approaches sentiment analysis into the study. To evaluate the performance of the sentiment analysis, this study implements the Naïve Bayes classifier to both models.

Therefore, the main focus of this study is to determine the topics of conversation on social media related to the COVID-19 pandemic using Latent Dirichlet Allocation (LDA) topic modelling approach and to determine the varied levels of mental health on COVID-19 related topics using lexicon based sentiment analysis. In the next section of the paper, Section 2 reviews the related work, Section 3 explains the material and method used in this research, Section 4 summarizes the results, and Section 5 concludes this paper with suggestions for future research.

2. Related Work

This section reviews the related works that begin with the overview of mental health and the usage of social media in sharing knowledge and information. Then, it covers the deployment of Artificial Intelligence during COVID-19. This section ends with sentiment analysis and the application of machine learning in sentiment analysis.

2.1. Mental Health

Mental health is defined as “a condition of well-being in which each individual fulfils his or her own potential, is able to cope with regular life challenges, is able to work successfully and fruitfully, and is able to contribute to her or his community” [11]. In general, academics agree that mental health plays a critical role in determining an individual's overall health and well-being. Mental illness can impact psychological and physiological components of one’s health [12]. Furthermore, pandemics have a long history of being linked to severe mental repercussions [13]. For example, stress, worry, symptoms of depression, insomnia, denial, rage, and dread are just a few of the significant mental health disorders linked to the COVID-19 pandemic that have been recorded globally [14]. Mental health illnesses are becoming more prevalent among diverse population groups. COVID-19, according to a recent report published in JAMA Psychiatry, may enhance the risk of suicide [15]. A recent Chinese study [16] finds that COVID-19 has led to 16.5% of moderate to severe depression, 28.8% of moderate to severe anxiety, and 8.1% of moderate to severe stress. Other countries, including Japan, Singapore, and Iran, have experienced similar effects of COVID-19 on mental health [17]. Stress, worry, and sadness are all linked to the COVID-19 pandemic, according to research conducted around the world, which reveal an increase in the prevalence of mental health issues among diverse population groups [18]. Individuals may resort to extreme methods due to sadness and depression caused by the loss of a loved one, fear and panic caused by an unclear future, and financial hardship [19].
2.2. Social Media

Social media refers to “Web-based services that enable individuals, groups, and organizations to cooperate, connect, interact, and develop a community by enabling them to produce, co-create, modify, share, and engage with easily accessible user-generated content” [20]. Social media is also recommended as a source of data to monitor social interactions on conservation-related events [21], [22], and understand worldwide patterns of trade in wildlife [23]. Data acquired through citizen science programmes, in which individuals voluntarily give data for research in a systematic manner, differs from data created spontaneously on social media [24]. Social media analysis methods are advancing rapidly in computer science and other related domains. In conservation science, these methodologies are often used with a delay [25].

Medical practitioners also utilize these platforms to provide patient care and education, as well as to increase personal knowledge of news and discoveries and also to distribute health information to the general public. Furthermore, as a way of discussing and debating scientific facts, these platforms are increasingly popular. Glowacki et al. [26], for example, studied tweets about electronic cigarettes posted by physicians from the United Kingdom and the United States, and discovered that physicians discussed critical subjects like the possibility of electronic cigarette usage among minors, food, and more. According to Wahbeh et al. [27], Physicians use Twitter primarily to communicate clinical news from scientific meetings, discuss treatment issues, market themselves, and give social commentary.

With the recent outbreak of the COVID-19 epidemic, many nations have enforced travel and movement restrictions, as well as “lockdowns” [28]. Social distancing campaigns, travel restrictions, self-quarantines, and company closures have increased globally. As individuals can no longer openly access public venues, most discussions about the COVID-19 outbreak take place in online forums and social networking sites [29]. Furthermore, medical experts across the world utilize social media, such as Twitter and Facebook, as they become key players in the COVID-19 epidemic. People use social media at this time to share thoughts based on their present state of mind and to convey their emotions to their loved ones.

Facebook, one of the social networking sites, has become among the most widely used platforms for social media [30], [31]. Many people around the globe use this medium to share their ideas, thoughts, emotions, joys, and poems. According to various research and observations, Facebook is the most adaptable social media platform as issues may be openly discussed. Facebook status posts are also more concise than reviews and are easier to categorise. This results in better writing and a more accurate description of emotions [32].

2.3. Artificial Intelligence (AI) for COVID-19

Artificial intelligence (AI) emulates human intellect in computers trained to think and act like humans. The term may also apply to any computer with human-like features such as learning and problem-solving ability. AI is a cutting-edge technology that can help combat the COVID-19 pandemic [33]. According to the World Health Organization (WHO), the most common outcome of a COVID-19 epidemic is severe pneumonia [34]. COVID-19 can be deadly for patients who develop pulmonary symptoms [35]. As a result, AI is being deployed to aid in the fight against the viral pandemic that has been sweeping the planet since 2020. The press and scientific community are optimistic that data science and artificial intelligence (AI) may be utilised to tackle the COVID-19 [36]. This AI technology helps radiologists and clinicians to make faster diagnoses by screening, monitoring, and predicting patients today and in the future. The primary use of this AI is early identification and diagnosis of illnesses. AI is being utilised to manufacture drugs and vaccines, as well as to reduce the burden of medical personnel [37].

Besides, AI applications have also been developed to gain a more in-depth understanding of methodologies that can rapidly classify novel viruses by identifying their intrinsic genomic signatures [38]. Deep Learning methods can be used to help control the illness after the basic processes of transmission have been understood. In particular, for human behaviour control, which is not directly related to a specific pandemic, pre-existing software for mask usage tracking and distance identification
may be utilised. For example, as mentioned by [39], suggested a hybrid model for face mask identification that included deep transfer learning with traditional ML classifiers [40].

2.4. Sentiment Analysis

Sentiment analysis, also known as emotion AI or opinion mining, is an approach to analysing social media contents using natural language processing (NLP) and text analysis to systematically measure, extract, identify, and assess effective states and personal information [41]. The primary concept is to analyse textual data from multiple sources to determine the polarity of a sentence, paragraph, or entire document. Opinion mining refers to determining whether text has a positive, negative, or neutral viewpoint [42]. Text polarity represents the public’s mood or an individual’s viewpoint [43]. Sentiments can also be categorized into n-point scales: very good, good, satisfactory, bad, and very bad.

Sentiment analysis is commonly used in customer-facing content, such as responses to a survey and reviews. Millions of likes and retweets can be used to analyse people’s sentiments, but this large involvement with a post does not necessarily indicate the significance of the sentiments toward that post [41]. This is due to several factors, including happiness, irony, satisfaction, sadness, and anger. The elements above can influence the content of a post. On the other hand, broad extractions of human sentiments from social media networks are important and have a considerable effect on global trends, market choices, and policy development [44]. This emphasizes the significance of sentiment analysis in interpreting human emotions.

According to Bose et al. [13], there is a glossary and law-dependent sentiment analysis tool named VADER, which is standardized solely for social media sentiments. VADER is a rule-based, open-source tool that identifies popular phrases, idioms, acronyms, and jargon while taking into account grammatical features, such as punctuation, negation, hedging, and magnification, frequently employed in the vernacular social networking platforms [45]. The VADER lexicon is one of the biggest of its kind, with over 7,500 frequently-used phrases rated for emotional valence by ten independent human raters. The term virus and its various derivatives (e.g., viruses and viral) are not included in the VADER lexicon; thus, changes in their frequency will not affect VADER ratings. VADER has been thoroughly validated for Twitter [46] with some of the highest accuracy and coverage for tweets in comparison to over 20 sentiment analysis tools [47].

2.5. Machine Learning in Sentiment Analysis

Machine learning, lexicon-based approaches, and hybrid techniques are used for sentiment analysis. The polarity of a sentence is already specified in the labelled dataset used in the machine learning methods. Once computers are exposed to fresh data, machine learning allows them to develop, alter, and learn independently [48]. Machine learning algorithms employ a variety of computational approaches to extract information from the data without depending on pre-programmed equations. As the number of samples available for learning grows, the algorithms strive to enhance their performance [49]. Training and testing are the two stages of processing. The model is trained using labelled data that includes both input and output in supervised learning. A dataset with labels is supplied to a classification algorithm during training, which generates a model. The results of the tests are put into a model that predicts the category [50]. On the other hand, unsupervised learning approaches do not require training data or labelled data. It discovers the unlabelled data’s hidden structures or patterns [51].

In text mining, some documents, such as blog posts or news articles, must be gathered and then classified into topics so that people can comprehend them independently and clearly. Several researchers have recently concentrated on utilizing topic models to detect latent topics from text. Text mining and natural language processing are the foundations of topic modelling, a computational social science technique. It analyses text data to automatically find cluster terms for a collection of texts [52], [53]. In political science and rhetorical analysis, topic modelling has gained tremendous popularity [54]. Topic modelling is the most commonly used unsupervised learning approach for text classification in text mining [43], latent data exploration, and connection discovery between data and text to identify terms and phrases in a series of documents [55]. Topic modelling is a statistical text mining tool to identify
possible (hidden) trends in a data corpus and to classify main words in a corpus as topics. It is a quick and straightforward technique to start examining data because it does not require any training [56]. The fundamental purpose of a topic model is to cluster documents in a text domain; each document has a topic probability distribution, and documents with a high probability for the same subject may be put together as a cluster [57], [58]. As a result, unlike traditional clustering, a topic model permits data from multiple clusters instead of just one.

Latent semantic indexing (LSI) is the beginning of topic modelling and serves as a foundation for its evolution [59]. However, because LSI is not a probabilistic model, it is not a probabilistic topic model. Hofmann [60] presents probabilistic latent semantic analysis (PLSA) as a genuine topic model based on LSI. Blei et al. [61] presents Latent Dirichlet allocation (LDA) as an even more thorough probabilistic generative model and an extension of PLSA. Nowadays, a rising number of probabilistic models based on LDA in association with specific goals are being developed. All the above topic models were first introduced in the text analysis community for unsupervised topic discovery in a corpus of documents. A study by Kherwa & Bansal [62] review topic modelling states that in LDA, the top words of all subjects indicate highly crisp topics, clearly separated and cohesive to tell the nature of distinct topics. Many previous researchers have used the LDA topic modelling method for clustering terms. Xue et al. [63] mentioned that their results show that tweet topic modelling effectively presents information about COVID-19 topics and concerns.

3. Method

This section presents the methodology of this study. It starts with the data collection on the secondary data from Facebook. The data is then pre-processed to obtain clean data. It continues with the topic modelling to select the topics and frequencies. Two sentiment analysis techniques are used to determine the mental health status. Lastly, the model is developed and evaluated.

3.1. Data Collection

This study used secondary data from the “Kementerian Kesihatan Malaysia” Facebook page regarding COVID-19 pandemic in Malaysia. A total of 74,266 comments were scrapped from “Kementerian Kesihatan Malaysia” Facebook page from 1 June 2021 to 31 August 2021 comprising those in English and Malay. The process of scraping the data used the library Facebook-scraper from Python and saved it in the form of CSV (comma separated values) format. The extracted dataset consists of 40 metadata, such as username, time, number of likes, number of comments, shares and reaction, text post, and the full comments. The full comment provides the user details name such as username, time and date when the comment was made, the comment text and also details of the replies to the comments. With all these metadata available only the comment text is concentrated upon to study the sentiment expressed by the commenter towards the COVID-19 pandemic. Researchers filter the dataset to consist of only the COVID-19 pandemic posts only by looking at the “COVID-19” keyword.

3.2. Data Pre-Processing

Researchers filter the dataset to consist of only posts on the COVID-19 pandemic by manually looking for the “COVID-19” keyword. Then, the dataset is processed. Researchers perform various data cleaning methods, such as removing irrelevant comments, translating, removing special characters, converting words to lowercase, tokenization, deleting stop words from the corpus, and lemmatization, all of which are critical tasks in text analytics. Firstly, comments in gif and emoji, repetition and statements irrelevant to the subject being scrapped are manually omitted. Then, Malay words are translated to English using google-translator library version 4.0 in Python. Special characters such as ' ! " # $ % & \ ' ( ) * are removed from the datasets because these characters provide no value to text-understanding and induce noise in the algorithm. After researchers convert the words into lowercases, the dataset is tokenized. Tokenization is the process of turning sensitive data into non-sensitive data. Researchers then use the NLTK package in Python to eliminate stop words. Stop words include articles (e.g., "a", "an", and "the") and prepositions, which have no inherent meaning. Stop words are not useful in text analytics, and they have to be eliminated from the corpus before the analysis begins. Researchers
then use the NLTK package to lemmatize each term to determine the root or stem. Lemmatization is the process of combining different types of words to reduce dimensionality. There is a total of 8,890 data when the cleaning process finishes.

### 3.3. Topic Modelling

This study uses Latent Dirichlet Allocation (LDA) for topic modelling. LDA is a generative model that may be used to model how documents are formed given a set of subjects and their words. LDA begins by identifying the words in each document, then develops a topic mixture based on a predetermined set of subjects, with topic selection primarily based on the document’s multinomial distribution, and word selection based on the document’s multinomial distribution. LDA is an unsupervised method that uses related indicators to detect the semantic relationship between words in a group. In line with previous research, the researchers use the Gensim (RARE Technologies Ltd) [64] coherence model to determine the most appropriate number of topics based on the data. Researchers choose the number of topics that generate the highest coherence value. The higher the coherence score, the easier it is to comprehend the topic’s word distribution on which subjects belong to it [65]. Each model’s coherent topics are calculated using the coherence score by importing Coherence Model from Gensim, a model library in Python. The number of topics selected ranges from 2 to 15, and the coherence score for each method with k topics is calculated. At the same time, researchers also display the line graph for easy reference of the coherence score versus the number of topics using Microsoft Excel.

Three topics are extracted for further analysis and discussion as this number of topics has the highest coherence score compared to others. The LDA is utilized from the LDA model library in Python to extract keywords form the 3-topic set. After extracting the keywords using LDA, the authors manually validate and label the topics by referring to the high-frequency keywords. Then, the 2D Plane of Intertopic Distance is displayed by using the pyLDAvis package in Python to visualize the distance between the topics selected and the frequency of the terms mentioned in each topic.

### 3.4. Text Polarity with VADER and TextBlob

For this study, two sentiment analysis approaches are used which are VADER (Valence Aware Dictionary for Sentiment Reasoning) and TextBlob. Sentiment analysis is used to determine the varied levels of mental health on COVID-19 related topics. Topic obtained through the LDA approach that related to mental health is evaluated on both approaches.

VADER (Valence Aware Dictionary for Sentiment Reasoning) is a tool that analyses sentiments in social media and classifies posts based on a dictionary of terms. It is a lexicon-based method to detect sentiment polarity in comments. Unlike traditional dictionaries, VADER’s dictionary includes emoticons, slang, contractions, negations, and acronyms often used in casual online conversations. VADER additionally considers degree modifiers that impact sentiment intensity, word order, and sensitive interactions between terms. The VADER sentiment analysis is based on a lexicon that maps lexical elements to emotional intensity using sentiment scores. The sentiment score is calculated by adding the intensity of each word in the text. VADER may categorise a sentiment as negative, neutral, or positive using a compound score that is calculated by summing up the valence ratings of each word in the lexicon and normalised in the range (-1,1), with "-1" being the most negative and "1" the most positive [66]. The text is considered positive if the compound score is greater than 0.05, neutral if the score is between 0.05 and -0.05, and negative if the score is less than -0.05 [67]. To perform binary classification, positive and neutral comments are combined, and neutral tweets are coded as positive, as practiced in previous validation studies [68]. The binary sentiment classification (positive/neutral vs. negative) is more accurate than trinary classifications (positive, neutral, negative) [68].

TextBlob is a Python library for processing textual data. It provides a standardized API for common NLP activities. TextBlob is similar to a Python string in terms of functionality. In this study, TEXT BLOB is applied by importing TextBlob from the text blob package. TextBlob’s sentiment function returns two characteristics, which are polarity and subjectivity. The float polarity is in the range [-1,1], with 1 denoting a positive statement and -1 a negative statement. The text is considered positive if the
polarity score is greater than 0.00, neutral if the score equals 0.00, and negative if the score is less than 0.00 [67]. Similar to VADER, neutral comments are coded as positive in binary classification. This study imports Seaborn into Python using TextBlob to display the sentiment bar chart.

3.5. Model Development and Evaluation

This study uses a 70:30 split ratio where 70% of the data is used for the models’ training while 30% is for testing. Researchers imported Naïve Bayes classifier in Python to classify the dataset. Naive Bayes is a group of supervised machine learning techniques used for classification to predict the sentiment of the comments. It predicts membership probabilities for each class in the dataset, such as the likelihood that a given data item belongs to a specific class. The performance of the Naive Bayes classifier is calculated using the confusion matrix. The confusion matrix illustrates the number of correctly and incorrectly predicted positive and negative comments by the classifier. [69]. Accuracy (ACC), precision (P), recall (R), and F-measure (F) values are employed as performance measures in this study. The experiment is modelled with the support of machine learning Naive Bayes, the most common text mining classifier which uses Bayes theorem to calculate the possibility of the given label related to a particular feature [70]. Moreover, Naive Bayes is used due to their high accuracy on textual data [71].

4. Results and Discussion

This section presents the topic modelling results using Latent Dirichlet Allocation (LDA). It continues with the text polarity analysis on the selected topic. Then this section highlights the discussion and insights on the model development and evaluation results.

4.1. Topic Modelling using Latent Dirichlet Allocation

Fig. 1 shows the findings of the coherence score for the LDA model. Three is the best number of themes in LDA, with a coherence score of 0.5606. A higher coherence score indicates that a topic’s word distribution is easier to comprehend [65]. As can be seen, the best coherence score comes with three topics, then the score declines from four to 15. For this study, three topics are extracted for further analysis and discussion as this number receives the highest coherence score compared to others.

![Coherence Score for LDA](attachment:image.png)

Based on the topic modelling result in Table 1, the three topics extracted from the keywords are “Covid-19 Cases with Hospital Quarantine”, “Lockdown and Mental Health”, and “Vaccination with Covid-19 Cases”. In Topic 1, ten keywords are extracted that contribute to the topic. These are "case", "covid", "day", "hospital", "people", "new", "please", "state", "quarantine", and "time". These keywords are sorted by their respective weights. For example, the weight of "case" in Topic 1 is 0.031, and "covid" is 0.021.

To characterize the underlying content of the topics, it is easier to label them rather than present them as a combination of words. Unfortunately, automatic labelling of topics is not possible as discovering the topics is an unsupervised learning process. It requires human intervention to examine the coherence and meaningfulness of the topics and subsequently label them through their judgement [59]. After extracting the topics using LDA, researchers validate and label the topics, which can be seen...
in the third column of Table 1. The represented topic is manually defined by referring to the high-frequency keyword. The keywords that define the subject are described based on the value of confidence received. The total number of documents in each dominant topic in Topic 1, Topic 2, and Topic 3 are 2,561, 2,910, and 3,419.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Keywords</th>
<th>Topic extracted from keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.031&quot;case&quot; + 0.021&quot;covid&quot; + 0.017&quot;day&quot; + 0.012&quot;hospital&quot; + 0.011&quot;people&quot; + 0.011&quot;new&quot; + 0.011&quot;please&quot; + 0.010&quot;state&quot; + 0.010&quot;quarantine&quot; + 0.010&quot;time&quot;</td>
<td>Covid-19 Cases with Hospital Quarantine</td>
</tr>
<tr>
<td>2</td>
<td>0.054&quot;people&quot; + 0.023&quot;case&quot; + 0.023&quot;stay&quot; + 0.023&quot;home&quot; + 0.022&quot;government&quot; + 0.017&quot;mental&quot; + 0.016&quot;work&quot; + 0.015&quot;covid&quot; + 0.014&quot;sop&quot; + 0.014&quot;factory&quot;</td>
<td>Lockdown and Mental Health</td>
</tr>
<tr>
<td>3</td>
<td>0.041&quot;vaccine&quot; + 0.025&quot;case&quot; + 0.024&quot;still&quot; + 0.024&quot;covid&quot; + 0.022&quot;people&quot; + 0.019&quot;already&quot; + 0.016&quot;day&quot; + 0.015&quot;factory&quot; + 0.014&quot;dose&quot; + 0.014&quot;high&quot;</td>
<td>Vaccination with Covid-19 Cases</td>
</tr>
</tbody>
</table>

Some representative comments on each topic are generated to explain the themes of these topics. The topic distance and a 2D plane of the intertopic distance are presented in Fig. 2. Each bubble on the left represents a topic: Topic 1 (Covid-19 Cases with Hospital Quarantine), Topic 2 (Lockdown and Mental Health), and Topic 3 (Vaccination with Covid-19 Case). The centres are determined by computing the distance between topics. All three bubbles show decent size, which means that all three topics are prevalent. Furthermore, the bubbles do not overlap and are scattered throughout the chart, meaning that the topic modelling has good cross-validation of the classification for the three themes. On the right is a list of the most frequently used terms for the topic and the frequency of occurrence. Based on the result, the word “people”, followed by “vaccine”, has the highest mention in the dataset. The words “home”, “stay”, “government”, and “factory” are also frequently mentioned.
Table 1 illustrates that the topic with an element of mental health is Topic 2 (Lockdown and Mental Health). This topic and the keywords show that most COVID-19 cases, and extended home stays or lockowns, can affect a person’s mental health because the words “stay at home” and “mental” are often mentioned in the same context. Some commenters express great displeasure with the outcome, believing that the outbreak cannot be managed when policymakers ignore the pandemic’s severity. People believe that factories are to blame for the rise in COVID-19 instances, and cases increase due to the policymakers’ incompetence in allowing factories to run resulting in a prolonged lockdown. On the other hand, lockdown requires an individual to stay home for an extended period while also practising SOP (Standard Operating Procedure). Spending extra time at home can be exceedingly stressful if the individual lives in a toxic home environment [2]. People are also becoming more stressed as the COVID-19 instances do not appear to recede despite the lockdown.

Apart from that, many lose their jobs because of the lockdown. Losing a job may impact one’s emotions and cause instability and uncertainty, which can lead to mental health issues, such as anxiety and depression. Financial troubles rapidly set in and many groups among the general population, particularly those in the B40 and M40 categories, have either lost or are on the verge of losing their source of income [2]. Despite the government’s stimulus packages designed to alleviate the financial hardships faced by many Malaysians, many small and medium enterprises (SMEs) in the country are forced to cut wages, reduce the number of employees, and enforce unpaid leave for an indefinite period due to the country’s economic uncertainty. After the topic modelling process is complete, researchers choose a mental health-related topic for further experimentation on the issue. Topic 2 is more conducive to mental health based on the topic modelling results. The sentiment analysis is performed using open-source tools: TextBlob and VADER. These tools are integrated with the Natural Language Toolkit (NLTK) library in Python using Jupiter notebook.

4.2. Model Development

Table 2 shows the results of the number of comments in training and testing sets. A total of 2,210 and 700 comments are set as training and testing data, respectively. The training set with positive and negative classes based on VADER has 1,038 and 1,172 comments, respectively. The testing set has 320 and 380 comments with positive and negative classes, respectively, based on VADER. The training set with positive and negative classes based on TextBlob has 1,257 and 953 comments, respectively. The testing set with positive and negative classes based on TextBlob has 404 and 296 comments, respectively.

<table>
<thead>
<tr>
<th></th>
<th>VADER</th>
<th>TextBlob</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pos</td>
<td>Neg</td>
</tr>
<tr>
<td>Training Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1038</td>
<td>1172</td>
</tr>
<tr>
<td>Testing Data</td>
<td>320</td>
<td>380</td>
</tr>
</tbody>
</table>

Based on Table 3, the number of actual positive comments is 320, and the number of actual negative comments is 380. The algorithm predicts 297 positive comments and 403 negative ones based on the VADER lexicon-based approach. The total number of comments (N) is equal to 700. The total number of positive and negative comments correctly estimated is 211 and 294, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Predicted Positive</th>
<th>Predicted Negative</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Positive</td>
<td>211</td>
<td>109</td>
<td>320</td>
</tr>
<tr>
<td>Actual Negative</td>
<td>86</td>
<td>294</td>
<td>380</td>
</tr>
<tr>
<td>Total</td>
<td>297</td>
<td>403</td>
<td>N = 700</td>
</tr>
</tbody>
</table>

Based on Table 4, the number of actual positive comments is 404, and the number of actual negative comments is 296. The system estimated 356 positive comments and 344 negative ones based on the
The TextBlob lexicon-based approach. The total number of comments (N) is the same as VADER. The total number of positive and negative comments correctly predicted is 274 and 214, respectively.

<table>
<thead>
<tr>
<th>Predicted Positive</th>
<th>Predicted Negative</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Positive</td>
<td>274</td>
<td>130</td>
</tr>
<tr>
<td>Actual Negative</td>
<td>82</td>
<td>214</td>
</tr>
<tr>
<td>Total</td>
<td>356</td>
<td>344</td>
</tr>
</tbody>
</table>

4.3. Model Evaluation

This section contains the results of the Naive Bayes model with each lexicon-based approach. The performance of the Naive Bayes model with each lexicon-based approach is evaluated by observing the scores of accuracy, precision, recall, and F-measure. The performance results are illustrated in Table 5 which shows the sentiment results of the Naive Bayes model, which reveals that machine learning performs better with VADER than with TextBlob.

<table>
<thead>
<tr>
<th>Lexicon Based</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-Measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Pos</td>
<td>Neg</td>
<td>Pos</td>
</tr>
<tr>
<td>VADER</td>
<td>72.0</td>
<td>71.0</td>
<td>73.0</td>
<td>66.0</td>
</tr>
<tr>
<td>TextBlob</td>
<td>70.0</td>
<td>77.0</td>
<td>62.0</td>
<td>68.0</td>
</tr>
</tbody>
</table>

As seen in Table 5, Naive Bayes performs better with VADER sentiment analyzer for the lexicon-based approach. The accuracy value of the VADER lexicon-based approach is 72% which means it is regarded as a good model. The precision scores for both positive and negative sentiments using this approach are 71% and 73%, indicating that this model is good at predicting the sentiments on COVID-19 mental health topics. The recall value for negative sentiments is 11% higher than the positive ones, which means they perform better in classifying negative sentiments on COVID-19 mental health topics. The higher value of the F-measure for negative sentiments at 75% means that this model has a perfect balance of precision and recall for negative sentiments on COVID-19 mental health topics.

The accuracy of Naïve Bayes with TextBlob sentiment analyzer reaches 70%, as shown in Table 3, 2% lower than VADER. The precision score for positive sentiments is 15% higher than the negative ones indicating that when it predicts the sentiments on COVID-19 mental health topics, it is correct 77% of the time. The higher value of recall for negative sentiments at 72% indicates that this model correctly predicts negative sentiments on COVID-19 mental health topics. The F-measure value for positive sentiments is 72%, higher than the negative sentiment for this lexicon-based approach. It indicates that this model with TextBlob sentiment analyzer is a good model that can be used to classify negative sentiments on COVID-19 mental health topics.

5. Conclusion

This study sets out to (i) identify the topics related to the COVID-19 pandemic discussed on social media using the Latent Dirichlet Allocation (LDA) and (ii) classify the sentiment on COVID-19-related topics using lexicon-based approaches. Three topics are discovered as a result of the topic modelling technique; they are “Covid-19 Cases with Hospital Quarantine”, “Lockdown and Mental Health”, and “Vaccination with Covid-19 Cases”. After the topic modelling process is complete, researchers choose Topic 2, a mental health-related topic for future experiments on sentiments. In Topic 2, "Lockdown and Mental Health", most individuals disagree with the policymaker’s decision to allow factories to function during the lockdown, even though factories are a primary source of the rising number of COVID-19 cases. As a result, the lockdown is extended, and many are concerned about their job security, being laid off, and losing their source of income.
This study performs sentiment classification on comments that fall under Topic 2. Neutral and positive sentiments are combined to perform binary classification. VADER lexicon-based classification sees negative sentiment with the highest score of 1,552 comments. TextBlob lexicon-based classification sees positive sentiment score higher than negative with 412 comments. This study uses a 70:30 split ratio where 70% of the data is used for the models’ training while 30% is taken for testing supported by Naive Bayes. Among both the lexical-based methods, VADER shows the highest accuracy at 72% compared to TextBlob at 70%. It is also observed that the lexicon-based approach in classifying sentiments from social media text using VADER has a good impact on the Naïve Bayes classifier, especially in classifying negative sentiments on COVID-19 mental health topics. Moving forward, the extension of the work can be carried out with other machine learning or deep learning methods. Future studies can include other social media platforms, like Twitter and YouTube. A future study can also extend the timeline of the extracted data period or consider conducting a systematic study through the period of interest explored through social-media analysis. This will enable more fine-grained spatio-temporal analysis, allowing more robust comparisons from reciprocal findings and deeper insights for policymakers.
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