The mortality modeling of covid-19 patients using a combined time series model and evolutionary algorithm
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1. Introduction

The time series method is used in many fields, including the economic sector for unemployment and hospital financial turnover datasets [1]–[3]. One of the discussion topics in time series methods is the ARIMA model. ARIMA is generally divided into non-seasonal (ARIMA) and seasonal ARIMA (SARIMA) [4]. ARIMA has been used to complete data modeling of potential bioelectric plants. However, some of these models have not yielded the best value. The mean error rate for the mean square error (MSE) and mean absolute error (MAE) is still high. Meanwhile, the average prediction accuracy is 75% [5]–[7]. Authors have been conducting many studies to improve accuracy or gain less error forecasting. For example, the implementation of ARIMA for solving the COVID-19 case has been used for predicting the Johns Hopkins epidemiological trend of the prevalence and incidence of COVID-19 [8], [9].

Furthermore, the ARIMA model was used to estimate COVID-19 prevalence in Italy, Spain, and France in the same case. This study performed that ARIMA (0,2,1) has the lowest MAPE values by 4.7520 [10]. The hybrid method with other methods has been conducted to improve the accuracy, such as the hybrid SSA-TSR-ARIMA for water demand forecasting. And then, the combination of ARIMA...
with RBFNN for short-term forecasting uses tourist arrival to Indonesia. Combined with other methods, ARIMA showed accuracy improvement [11], [12]. Those discussions still have a problem because it does not cover the seasonal problem and when the data is non-linear.

Meanwhile, the implementation of SARIMA has already been conducted to estimate human position modeling using the bioelectric potential of the plant [4]. Then, the SARIMA model was compared with the LSTM model for modeling the data of the bioelectric potential of the plant. The SARIMA model performed better than the LSTM method [7]. To improve the SARIMA model’s accuracy, some authors conduct experiments and observations such as using the combination method or optimization method. This method also has a drawback because it was robust for solving a linear problem not for non-linear ones. Therefore, to address this problem some authors tried to combine SARIMA with other methods.

Among them performed the combination of the SARIMA method with the SVM method to predict the production value of the machine industry in Taiwan [13]. The results obtained that the accuracy of the SARIMA - SVM hybrid is better than with each method—another study hybrid ARIMA with ANN for forecasting pollution index in cities in Southeast Asia [14]. Furthermore, the study used the same method to predict tourists arriving at Minangkabau international airport [15]. Moreover, for modeling and evaluating the data from a residential district in Berlin [16]. The results showed that the accuracy of the hybrid method is better. The next research compares the SARIMA method and ANN to predict the power absorption in Turkey’s electricity use [17]. The results obtained show the results of observations for 12 weeks that the MAPE value of the ANN method is 1.8% better than SARIMA with a MAPE value of 2.6%. However, the result is the opposite in certain conditions, such as after a holiday. Another study combines SARIMA with SVM and then analyzes using clustering [18]. This research is used to predict passengers at North Iran Station. The result is that a combination of these methods is better than alone. Moreover, the SVR-SARIMA model’s combination was conducted to forecast tourists to determine the best model using the PROMETHEE II decision support system method. The result is the same; the proposed model is better than the baselines [19]. The other study compares SARIMA with exponential smoothing (ETS) models. This research explores and predicts accurate hemorrhagic conjunctivitis’s demographic and distributive features (AHC). The results showed that RMSE and MAPE the SARIMA (0,1,1) (2,0,0)12 model is lower than ETS (M,N,M) [20]. In addition, the study for improving the accuracy of SARIMA has been conducted using Genetic algorithm optimization. This research was used to forecast the Singapore tourist arrivals to Malaysia. The result presented that the MAPE, MAE, and MSE of GA-SARIMA (0,1,1)(1,0,0) was lowest than SARIMA (0,1,1)(1,0,0) [21]. Those observations already covered the complex problem; however, the error predictions are still more than 1. Therefore, we proposed the combination of SARIMA-PARCD to obtain less error prediction.

The proposed method is compared with other methods, such as the LSTM method. The implementation of LSTM to predict the COVID-19 case has been presented in India. They use LSTM and its variant to predict and analyze COVID-19 positive cases for 32 states and union territories. Based on their research obtained, the accuracy of bi-directional LSTM is better than others which the error is less than 3% [22]. Moreover, the implementation of LSTM was conducted to address dynamic resource scaling and power consumption. The high accuracy was successfully obtained by reducing RMSE up to 3.17x10-3 [23]. The other research tried to optimize the LSTM method by using some metaheuristic algorithms such as Harmony Search (HS), Gray Wolf Optimizer (GWO), Sine Cosine (SCA), and Ant Lion Optimization algorithms (ALOA). The study presented that LSTM, which ALOA optimizes, is better than others [24]. The other author tried to combine LSTM with CNN to improve the accuracy. This combination confirmed that the feature fusion LSTM-CNN model performs better than the single models (SC-CNN and ST-LSTM) in predicting stock prices [25].

Furthermore, the robust model of LSTM was proved when it was compared with ARIMA and NARNN methods. The LSTM approach is much higher than both when used to forecast COVID-19 cases in European countries [26]. Additionally, the combination of LSTM with CNN successfully obtained a high accuracy of 0.92 for generating images of Bangla text [27]. The study, a combination of the SARIMA and PARCD methods, has not been done before. The SARIMA model successfully predicts a person’s position for the linear data set type, which is better than the deep learning method.
(LSTM method) [7], and also the SARIMA model has been tested with a reasonably high accuracy of about 80% [4].

Meanwhile, the PARCD method can also estimate a person’s position with a non-linear data set with an accuracy of about 75% [28]; hence, In this paper, we proposed a combined SARIMA time series model and PARCD evolutionary algorithm (SARIMA-PARCD) that aims to solve for linear and non-linear problems. The proposed model accuracy is compared to the other baseline models, SARIMA, LSTM, and SARIMA-LSTM.

2. Method

2.1. SARIMA Model

Seasonal ARIMA capital or SARIMA is a model or pattern that constantly repeats itself at certain intervals. For the stationary Dataset, seasonality can be detected from the ACF plot. If the ACF visualization shows a seasonal pattern, it will be done with different solutions. In general, the seasonal ARIMA is shown in (1).

\[
ARIMA(p, d, q)(P, D, Q)^S
\]  

(1)

where \((p, d, q)\) is the non-seasonal ARIMA model index, while \((P, D, Q)\) is the seasonal ARIMA model, and \(S\) is a number of periods in a seasonal model. For example, if ARIMA (1,0,0), then the model follows equations 2 and 3 below:

\[
(1 - \phi_1 B) Y_t = c
\]

(2)

Where \(BY_t = Y_{t-1}\). So that

\[
Y_t = c + \phi_1 Y_{t-1}
\]

(3)

Several graphical techniques are used to detect seasonal datasets, such as sequential plots, seasonal subseries plots, multiple box plots, and autocorrelation plots. This study will use an autocorrelation plot to detect seasonality. One of the solutions for this autocorrelation plot is using seasonal differential operators [4].

2.2. LSTM

This algorithm is one of the kinds of RNN methods. The RNN method addresses the problem of a data sequence. It can connect the previous information to the current time and predict the next event. RNN has a network with loops, allowing information to persist. There are repeating modules of neural networks. In standard RNN, the repeating modules have a very simple structure, such as a single tanh layer. However, RNN cannot determine the next result in some cases when the gap is very large. The possibility of the next word regarding the recent information is the name location, but if we want to decide that word, what kind of location is complicated. RNN became unable to connect the information because there was some similar information in the previous time. Therefore, LSTM is a solution to handle this drawback. LSTM has a capability for learning long-term dependencies. Remembering information for long periods is the default behavior. LSTM has an internal mechanism which is cell states and gates. This mechanism can organize the memory in each input. The first process in LSTM is determining the unused value (forget gate). Decided the delete information from the cell gate by using formula (4). Which is \(h_{t-1}\) and \(x_t\) will pass the sigmoid gate (5). The forget gate will process \(h_{t-1}\) and \(x_t\) as the input, and it will obtain the output of 0 and 1 values on the cell gate \(C_{t-1}\). [7], [29].

\[
(x) = 1/(1 + \exp^{-x})
\]

(4)

Where \(x\) is input data, and \(\exp\) is the mathematical Constanta (2.7182818).
\[ f_t = \sigma(W_f[h_{t-1}, x_t] + b_f) \]  

(5)

where \( \sigma \) is sigmoid function, \( W_f \) is weight value for forget gate, \( h_{t-1} \) is output value before order \( t \), \( x_t \) is input value on the order \( t \), and \( b_f \) is bias value on forget gate. The value of weight is explained in formula (6).

\[ W = (-1/d^{1/2}), 1/d^{1/2} \]  

(6)

After that, decide on the new information saved in the cell state formula. Two components are input gates for determining the renewal value. Then, the tanh makes the new vector value \( C_t \) for adding to cell state (8). The next step is that both of them are combined to renew the cell state. The formula (7) is the input gate.

\[ i_t = \sigma(W_i[h_{t-1}, x_t] + b_i) \]  

(7)

where \( i_t \) is input gate, \( \sigma \) is the sigmoid function, \( W_i \) as weight value for the input gate, \( h_{t-1} \) is the output value before order \( t \), \( x_t \) is input value on order \( t \), and \( b_i \) is the bias value on the input gate.

\[ C_t = \tanh(W_c[h_{t-1}, x_t] + b_c) \]  

(8)

where \( C_t \) is the new value that adds to cell state, \( \tanh \) is tanh function, \( W_c \). Is weight value on cell state, \( h_{t-1} \) is output value before order \( t \), \( x_t \) is input value on order \( t \), and \( b_c \) is bias value on cell state. The formula (9) is the cell state.

\[ C_t = f_t * C_{t-1} + i_t * C_t \]  

(9)

where cell state is denoted by the \( C_t \), \( f_t \) for forget gate, \( C_{t-1} \) as a cell state before order \( t \), \( i_t \) is input gate, and \( C_t \) is the new value for adding cell state. The next step is determining the output value (output gate).

\[ O_t = \sigma(W_o[h_{t-1}, x_t] + b_o) \]  

(10)

\[ h_t = O_t * \tanh(C_t) \]  

(11)

where \( O_t \) is output gate, \( \sigma \) is sigmoid function, \( W_o \) as a weight value for the output gate, \( h_{t-1} \) is output value before order \( t \), \( x_t \) is input value on order \( t \), \( b_o \) is bias value on output gate, \( h_t \) is output value on order \( t \), \( \tanh \) is tanh function, and the new value for adding output gate is denoted by the \( C_t \).

2.3. PARCD

This method extends the PSO method by nominating it with the Cauchy distribution to solve the numerical data association analysis problem. The aim is to prevent the premature search for optimal values because they are trapped in optimal local values. This method uses the concept of PSO, but a modification process is carried out on the velocity equation by including the Cauchy distribution [28], [30]. The velocity function can be seen from function (12) as follows.

\[ V_i(t+1) = \omega(t)V_i(t) + C_1 \text{rand}() (pBest - X_{i(t)}) + C_2 \text{rand}() (gBest - X_{i(t)}) \]  

(12)

The next step is the normalization process using the resulting value of \( V_i(t+1) \) as seen in the following equation.

\[ U_i(t+1) = \frac{V_i(t+1)}{\sqrt{V_{i1}(t+1)^2 + V_{i2}(t+1)^2 + ... + V_{ik}(t+1)^2}} \]  

(13)

After that, the normalization process results are multiplied by the value of Cauchy’s random variable.
\[ S_i(t + 1) = U_i(t + 1) \cdot \tan \left( \frac{2}{\pi} \cdot \text{rand}[0,1] \right) \]  

(14)

Then the velocity value combined with the Cauchy distribution is used to determine the particle's current position as follows.

\[ X_i(t + 1) = X_i(t) + S_i(t + 1) \]  

(15)

2.4. Combination of SARIMA - PARCD

The steps for this combination are described in Fig. 1. The Dataset used is data on the mortality of COVID-19 patients in the USA. This step is pre-processing Dataset for the cleaning process. Furthermore, this process is checked using the Box-Jenkins process. The analysis step of the fit Dataset uses the SARIMA model. The process carried out includes the identification process. Namely, the process for determining stationary data. Then, check the seasonal Dataset by looking at the ACF and PACF values. If the Dataset is seasonal, the next step is to determine the best SARIMA model.

Furthermore, the fit SARIMA model is continued to use the forecasting process for linear components. While the residual data is used for the forecasting process using the PARCD method for non-linear components. The final step is the combined result of forecasting the two methods. Finally, the MSE values of SARIMA PARCD are compared with other methods.

![Fig. 1. The process of combining SARIMA-PARCD](image)

3. Results and Discussion

3.1. Implementation of the SARIMA model

In implementing the SARIMA method, data on Covid-19 patients who died based on sex in the United States were used. The data is obtained from this link: https://www.genderscilab.org/gender-and-sex-in-covid19 (accessed on Sept 10th, 2020). The data consists of confirmed cases and mortality in the
count, percentage, and crude rate for males and females. The data come from 53 country states in the USA from Apr 13th, 2020 to 24th Augustus 2020. To implement the SARIMA-PARCD method, we used only the Male Dataset. The amount of data used is 1008 datasets; then, the blank data is deleted because there are many missing values. The clean data are 711 datasets. The analysis process uses R software and Minitab.

3.1.1. Datasets

The visualization of male covid-19 patients mortality in the USA is shown in Fig. 2. The data which used for four months, from April to August 2020. Generally in every month, two times reached a peak number at the half and the end of the month. The average number is around 14,000 people.

![Time Series Plot of Male](image)

**Fig. 2.** Visual Dataset of male covid-19 patients who died in the USA

Furthermore, the Stationary Check of the male Covid-19 patient dataset. Check stationary against variety with the Box cox test; the results obtained are as Fig. 3. This process ensures that the data is fixed on the mean or the variance with 95% confidence and obtained lower CL is 0.06, and upper CL is 0.15.

![Box-Cox Plot of Male](image)

**Fig. 3.** Visual Dataset of male covid-19 patients who died in the USA
Because the value is still 0.11 (less than 1), the transformation process is carried out as in Fig. 4. After this process, performed the good result which the lower CL was 0.55 and the upper CL was 1.39. Finally, the value reached 1.

![Box-Cox Plot of MaleTrans1](image)

**Fig. 4. Box cox transformation**

Because the value of lambda is equal to 1, it is stationary. Then it is checked against the average stationery by looking at the ACF and PACF values. Check stationary against the mean by checking the ACF and PACF values. Based on the ACF (Fig. 5) and PACF (Fig. 6), lag 1-3 is still within the significance interval. Then it has been declared stationary to the average.

![Autocorrelation Function for MaleTrans1](image)

**Fig. 5. ACF**

Based on Fig. 6, it can be seen that there is a trend. Namely, an increase in the number of Covid-19 patients who died per 10 datasets. Therefore, a further identification process is carried out utilizing differencing.
3.1.2. Estimation

Fig. 7 shows the time series plot of the male and female Dataset. However, we only use male of covid-19 patients in the USA for performing the proposed method.

After knowing the trend of the first differencing process, $\text{lag} = 1$, the formation of the model was made with a non-seasonal model first by checking the autocorrelation function (ACF) and the partial autocorrelation function (PACF) graph. We Obtained ACF and PACF graphs as in Fig. 8 and Fig. 9.
The ACF graph in Fig. 8 shows a dying down of 5 lags, while the PACF (Fig. 9) chart shows a cut-off pattern. Thus, the non-seasonal ARIMA model formed is ARIMA (5,1,0). Then check the non-seasonal ARIMA model. The steps to determine the seasonal ARIMA model are the same as those used in the search process for the best model in non-seasonal ARIMA, namely by determining the ACF and PACF charts. The seasonal value determines the difference. In this case, it is ten because in every 10 datasets, there is a significant increase Covid-19 patients mortality (Fig. 10).

Based on Fig. 10 and Fig. 11, information on the ACF graph shows that a cut-off occurs after lag 1, which occurs in the PACF graph. The best model we get is ARIMA (5,1,0) (1,1,0)^10.
3.1.3. Model Evaluation

At this stage, the error value and other values are checked. Based on the results of the software output, the following evaluation values are obtained. Final Estimates of Parameters.

The output of the best model of SARIMA is shown in Fig. 12. Based on the output, the best model of SARIMA is $(5,1,0) (1,1,0)^{10}$. All $p$-values of autoregressive (AR 1 to AR 5) and seasonal autoregressive (SAR) are less than 0.05. Furthermore, the differencing value is 1, and the seasonal order is 10. The value of AIC is 13179.28. Therefore, the model is accepted as the best model.
3.1.4. Forecasting

Fig. 13 shows that the number of Covid-19 male patients who died in the USA generally decreased for the following 100 datasets. The average difference is around 2500 people.

3.2. Implementation of LSTM, SARIMA-LSTM method, and the SARIMA-PARCD method

With the same data, namely a male covid-19 patient in the USA analyzed using LSTM, the MSE value was 8898744.43. Based on the MSE results of LSTM, the value is smaller than SARIMA (MSE=9344238), so it can be said that LSTM is better than SARIMA. Forecasting results using LSTM (Fig. 14) shows unfavorable results. This can be seen from the forecasting data that tends to be monotonic, close to zero, and the average number of Covid-19 patients mortality decreases.

For the next test, a combination of the SARIMA method with LSTM will be carried out to determine how much accuracy the MSE value is obtained and the prediction results. Based on the calculation results, the MSE value is 0.14. The results are shown in Fig. 15.
In this study, the combination of SARIMA and PARCD was also tested. The residual Dataset of covid-19 male patients who died was run using the PARCD method for non-linear data solutions. The experiment was performed using a computer with an Intel Core i5 processor with 8 GB of main memory running Windows 7. The algorithms were implemented using MATLAB. For the proposed algorithm, we set the population size, external repository size, number of iterations, C1 and C2, ω, velocity limit, and xRank parameters to 40, 100, 2000, 2, 0.63, 3.83, and 13.33, respectively. Based on the calculations, the MSE value of SARIMA–PARCD is 0.0049. Therefore, the proposed SARIMA–PARCD model is better than other studies (Table 1).

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SARIMA</td>
<td>0.048643</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.206617</td>
</tr>
<tr>
<td>SARIMA–LSTM</td>
<td>0.14</td>
</tr>
<tr>
<td>The proposed SARIMA–PARCD</td>
<td>0.0049</td>
</tr>
</tbody>
</table>

In Fig. 14, the graph represents the forecasting of male Covid-19 patients using the LSTM method. In Fig. 15, the forecasting of male Covid-19 patients using the SARIMA–LSTM combination method is shown.
4. Conclusion

Based on the results of these studies, it is found that the LSTM method is better than the SARIMA method. The SARIMA - LSTM combination method is better than the two methods separately. Furthermore, the proposed SARIMA - PARCD method is better than the other models in this study, with an MSE value of 0.0049. Based on the results of general predictions using these methods, it is found that there is a decrease in the number of male covid-19 patients who die in the USA on average. In the next research, the SARIMA-PARCD combination method will be used to predict the temperature using natural sensors, i.e., the bioelectric potential of the plant. This innovation would like to observe the utility of the bioelectric potential of plants for differentiating the temperature as one of the identification factors of COVID-19 cases.
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