Broccoli leaf diseases classification using support vector machine with particle swarm optimization based on feature selection
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1. Introduction

Broccoli (Brassica oleracea var. Italica) is a family of Brassicaceae plants and vegetables. Broccoli comes from the Latin brachium, which means branch and arm. Broccoli has been a vegetable consumed by the Greeks for approximately 2500 years. Countries that have become one of the highest-producing broccoli are China, followed by India, the United States, Spain, Mexico, and Italy. In recent decades, broccoli consumption has increased due to concerns about vitamins, minerals, and low calories [1]. Broccoli is one of the green plants that are often consumed by humans. Broccoli contains many nutrients, including minerals, and it also contains vitamins A, C, E, and K. Broccoli provides a large number of secondary metabolites such as phenolic compounds (especially flavonoid derivatives and hydroxycinnamic acid) and glucosinolates [2]. Therefore, broccoli cultivation is harvested quickly, and this plant's need for exports and imports is also increasing. In 2014, the united states were the most used vegetable, with the utilization of fresh broccoli per capita to about 6.7 lbs, or approximately 3.0 kg (USDA-RS 2016) [3].

In their cultivation, farmers have problems with disease problems in broccoli. Diseases commonly found in broccoli are usually pests, viruses, and diseases caused by a lack of knowledge. Some of the diseases found in broccoli include Alternaria Spot, Black Rot, Downy Mildew, White Rust, Damping Off, and many more types [4]. One of these problems. It can be overcome by using techniques from...
image processing. The method proposed in this study uses machine learning techniques with stages such as preprocessing, segmentation, color feature extraction, and classification techniques [5]. In this study, the authors did not collect all types of diseases on broccoli leaves. The authors limited the types of diseases in data collection because the datasets were still rare and had never been studied before on these leaves. Therefore, the author only limits it to 3 classes: Alternaria spot, Black rot, and Health leaf. Each type of leaf will be explained in the materials and methods section for characters. It hopes that this model can help farmers and the general public distinguish between healthy broccoli leaves and not by sharing this dataset and algorithm with the public source.

The study of PSO-SVM was also obtained from Maen Takruri et al. The authors used a histopathological dataset of skin cancer (melanoma). The method used in this research is to use the SVM and also PSO. The image is converted to a grayscale image histogram and segmented using edge detection. The SVM–PSO model is implemented to find the best feature and values of the SVM parameters, namely C and gamma. PSO will work to find the best performance in classifying. The results obtained produce an accuracy of 87.13%, the authors also compare the method of Wavelet Packet Transform and Sequential Forward Selection WPT-SFS-SVM produces an accuracy of 77.4% and SFS-SVM of 75.00% [6]. The following study, by Nianyin Zeng et al., is to diagnose Alzheimer's Disease using a total dataset of 361 images. The authors used principal component analysis and SVM to create a model. To increase the accuracy, the author uses a switching delayed particle swarm optimization (SDPSO) algorithm that results in an accuracy of 79.54% on PSO-SVM, and an increase in SDPSO-SVM-PCA results in an accuracy of 85.71% [7]. In this connection, we employ the KMeans algorithm for the segmentation process. In this paper, we also conducted a study on the color difference of each leaf. In broccoli leaf diseases classification, no researcher has implemented SVM with PSO-based feature selection before. Also, another study that implements SVM and PSO employs grayscale images. In our study, this approach leads to low accuracy in the classification process. By converting the color space of the input images to HSV and employing the KMeans algorithm as the segmentation method, we achieve a high accuracy.

The author uses SVM because one of the effective machine learning techniques that are easy to implement, able to work with small datasets, and provides an explorable technique known as the kernel with several hyperparameters used, so it can solve complex problems [8]. Panigrahi et al [9] developed a model to classify maize plants using 3823 images. The proposed approach consists of image preprocessing, image segmentation, feature extraction and image classification using SVM. In the classification task that employs a large number of input image, it is important to reduce features. Reduced features will decrease execution time and increase accuracy. However, this approach has not been implemented by Panigrahi et al. In this study, we apply feature selection so that the data dimensionality can be reduced. Furthermore, the execution time will be reduced and the proposed model can achieve a high accuracy. For feature selection, the author uses PSO because it is one of the techniques for feature selection and can be implemented quickly because quite a few parameters are implemented for an effective and efficient global search technique [10]. However, many studies have been on classifying images using various machine learning methods with different images, either with single datasets or with multiple datasets class. The author also relies on references in comparisons made by researchers, such as image size, classification methods, segmentation methods, and techniques, to find the best parameters. The main contribution of this research is to develop machine learning-based methods for real-world applications. This method is applied to classify broccoli leaf diseases based on leaf characteristics. Another contribution is helping a farmer identify broccoli disease based on leaf characteristics. The novelty in our study is a method of reducing features obtained by applying color histograms on leaf images. This method can decrease execution time since the number of processed data decreases. Also, the accuracy of the classification becomes higher compared to that of the model in which the PSO is not employed as the feature selection method. In addition, color space conversion and segmentation algorithms employed in our study yield a classification accuracy of 94.48%.

This research is organized as follows. Section 2 describes the flow of modeling a classification algorithm. Section 3 provides information on the results of the research that has been carried out,
containing the results of accuracy, time, limitations, and comparisons. Section 4 presents the conclusions and future research.

2. Method

In this study, the author proposes categorizing healthy and diseased leaves on broccoli leaves. Constructing a classification model using machine learning methods includes several stages: dataset search, preprocessing dataset, image segmentation, color feature extraction, data split, classification, and performance measurements. The flowchart picture can be shown in Fig. 1. We selected this model since it has many parameters that can be investigated and algorithms that can be implemented. In addition, it provides a good accuracy.

![Flowchart of a classification model](image)

Fig. 1. Flowchart of a classification model

2.1. Dataset

The dataset used is an image of diseased broccoli leaves. The authors divide them into several classes: Black Rot, Alternaria Spot, and Healthy Leaf. Black rot is caused by the bacterium *Xanthomonas campestris*. In mature broccoli plants, the typical symptom of attack is the presence of yellow spots that resemble the letter V-shaped along the edge of the leaf towards the center of the leaf. In severe attacks, all the leaves turn yellow and fall off easily [11]. Alternaria Spot is caused by the fungus *Alternaria brassicicola* or *Alternaria brassicae*. Pathogens are transmitted through the air. The color of the spots is brown with concentric circles. A gray to black mass of conidia is seen above the spot. The spots produced by *A. brassicicola* are darker [12]. Healthy leaf is a curly and pretty decorative with full green color without any spots and color differences on the leaves [13]. The total dataset used is 2000 images from each class. The total is more than 6000 images. The dataset is collected through plantations and then collected and photographed using a camera phone with 12 megapixels resolution with a white background. The image dataset of each class can be shown in Fig. 2.

![The Dataset of Broccoli Leaves](image)

(a) Health Leaf (b) Black Rot (c) Alternaria Spot

All datasets are divided into three classes, split into training and testing data, with a ratio of 70:30 [14]. Each class is divided as follows. Table 1 shows the number of each class.
Table 1. Number of datasets

<table>
<thead>
<tr>
<th>Class</th>
<th>Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health Leaf</td>
<td>2052</td>
</tr>
<tr>
<td>Black Rot</td>
<td>2054</td>
</tr>
<tr>
<td>Alternaria Spot</td>
<td>2050</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>6156</strong></td>
</tr>
</tbody>
</table>

2.2. Preprocessing

After collecting the dataset, the next step is image preprocessing. Image preprocessing also improves image quality, containing unwanted distortions and amplifying some image features. Image preprocessing techniques are also helpful for changing image size and shape, noise filtering, and image conversion [15]. This study is used to resize an image and convert it to HSV, and the size of pixels is converted to 128x128. Fig. 3 shows the image before and after conversion to HSV color.

![Fig. 3. The color of broccoli leaves (a) Health Leaf HSV Color (b) Black Rot HSV Color (c) Alternaria Spot HSV Color](image)

2.3. Segmentation

Image segmentation is a fundamental goal in image processing. At this stage, it is used as a process to divide the partition into several segments. By segmenting the image, it becomes simpler and easier to analyze. This step is commonly used for object detection, image recognition, medical imaging, and others. Image segmentation can also be used in single or multi-class. For multi-class, this process will work by grouping pixels of the same attribute and creating pixel masks [16]. The algorithm for image segmentation is based on two fundamental properties, namely discontinuity and similarity. The first is based on different intensities, such as edges in the image. Then the second approach is based on predetermined criteria for partitioning the image [17]. This segmentation stage uses the basics of K-Means. The algorithm is based on classical distance, and the similarity will be assessed from a distance obtained. The equation of K-Means is expressed in (1) [18].

\[
\text{fit} = \sum_{i=1}^{k} \sum_{X_j \in S_i} d(C_i, X_j)
\]
where $d(a, b)$ represents the square of the Euclidean distance between a and b, the parameter value used in this model is $k=9$, and the iterations number is set to 10. The process carried out on the K-Means algorithm includes: Clusters are randomly selected, then will be calculated from the center to cluster distance from each category, and classify the category as the center of the closest cluster, then recalculate the center of the cluster from each separated class, and do iterations by repeating the previous step until the center can reach the threshold [19].

2.4. Feature Extraction

In this study, feature extraction is implemented based on color. Color is a visual attribute commonly used in computer vision, especially image processing. One of the methods used in this study is the use of a color histogram, which effectively represents features. Color selection in the image can be made before displaying a histogram. In image processing, one of which is the color selection is done on RGB color because the resulting representation is concise and computationally low. Then, there is HSV, where this color is another option from RGB. This color can imitate the human visual system and is usually used in feature extraction [20]. HSV (Hue, Saturation, and Value) is a different model from RGB (Red, Green, and Blue). This method can eliminate false data caused by light, hue, or shadow colors, and saturation is used to describe the amount of gray level and brightness [21]. Fig. 4 shows a cylindrical view of the HSV color model [22].

![Fig. 4. HSV cylinder color](image)

Fig. 5 shows the plot results of each example class of broccoli leaf images. The author displays the plot based on HSV color (Hue, Saturation, and Value) with blue line color Hue, green line color saturation, and red line color value. To calculate histograms, several parameters are used. The parameters begin with three channels in the form of hue, saturation, and value. Then, a mask parameter is set to 'none' to obtain the histogram result with the complete image. The histSize parameter represents the number of bins and their size range, which is usually 0 to 256 [23].

![Fig. 5. Color histogram plot (a) Health Leaf (b) Black Rot (c) Alternaria Spot](image)
2.5. Feature Selection

Optimization is needed from a built model to increase accuracy in classification. In this study, to increase the accuracy, the author uses the feature selection method, where feature selection is a process for selecting similar or relevant features. The workings of feature selection are to reduce some data that is not informative, then with a few select features can speed up the training process with a faster time. Fig. 6 shows the architecture of PSO feature selection. PSO is described as a flock where it is simulated with a flock of birds. This algorithm is usually used to solve optimization problems for multi-objective optimization, nonlinear programming, combinatorial optimization problems, and others [24]. The flow of feature selection can be shown in Fig. 6.

Based on Fig. 6, PSO starts with random initialize for population positions and velocities, where the solution vector will represent subset features \( x = [x_1, x_2, ..., x_d], x_i \in [0,1] \) the total features number in dataset written with \( d \). Next, threshold to determine which feature to choose, is expressed in (2).

\[
x_i = \begin{cases} 1, & \text{if } x_i > 0.05 \\ 0, & \text{otherwise} \end{cases}
\]  

The optimized function is the accuracy of the classification, which is penalized by the number of selected features. Here is the solution expressed in (3).

\[
f(x) = \alpha \times (1 - P) + (1 - \alpha) \times \frac{N_{\text{selected}}}{N_{\text{features}}} 
\]
where \( \alpha \) is the parameter that determines the trade-off between classifier performance accuracy \( P \) and the size of a selected feature \( N_{\text{features}} \) with respect to \( N_{\text{selected}} \). The parameter value used in this model is \( \alpha = 0.99 \) and threshold value = 0.05.

2.6. Support Vector Machine (SVM)

The next stage is classification. In this research, the identification of plant diseases through leaf imagery uses the SVM. SVM is a binary statistical classification technique that has two parts. The first part is to find the optimal hyperplane between two samples using quadratic or linear programming. Then the second part is to map, commonly called a kernel, whose way of working is to convert the information space into a feature space of higher dimensions, making linear discrimination better [25]. The hyperplane of SVM to separate the training samples shows in (4). This proposed method uses several hyperparameters on the SVM, namely the RBF kernel with the value of \( C \) set to 100, and the gamma is scale.

\[
f(x) = \text{sign}(w \cdot x) + b
\]  

(4)

where \( w \) is the vector’s weight, and \( b \) is a threshold value. And \( b \) for minimized to maximize margin \( w \in f \) in (5), which can be expressed as a quadratic problem in (6) [26].

\[
y_i(w \cdot x_i) + b \geq 1
\]

(5)

\[
\min_{w,b} \frac{1}{2} ||w||^2
\]

(6)

2.7. Confusion Matrix

After all, models have been successfully executed. The results will be evaluated with a confusion matrix. The confusion matrix table used can be shown in Table 2 [27].

Table 2. Confusion Matrix

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Predicted Class</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>TP</td>
<td>FN</td>
<td></td>
</tr>
<tr>
<td>False</td>
<td>FP</td>
<td>TN</td>
<td></td>
</tr>
</tbody>
</table>

There are four types of assessments: first, true positive, which means that both the actual and predicted classes are correct. Second, true negative, which means that the predictive model is the real value but the actual is negative. Third, false negative, meaning that the predicted model is incorrect but the actual value is positive. Lastly, false positive, meaning that the predicted model is incorrect but the actual value is negative. The most common indicator include precision, recall, f1-score, and accuracy [28]. Indicator calculations can be displayed in (7)–(10) [29].

\[
\text{Accuracy} = \frac{TP+TN}{N}
\]

(7)

\[
\text{Precision} = \frac{TP}{TP+FP}
\]

(8)

\[
\text{Recall} = \frac{TP}{TP+FN}
\]

(9)

\[
F1 - \text{Score} = \frac{2\times\text{Precision}\times\text{Recall}}{\text{Precision}+\text{Recall}}
\]

(10)

3. Results and Discussion

The results obtained with several stages have been an experiment. The model has been run on a device with specifications Windows 10 (64-bit) and an Intel Core i5-7200U CPU. This model uses a total dataset of broccoli leaves with three types of classes, namely Alternaria Spot, Black Rot, and Health.
Leaf, with a total of 6256 images and then split into 70% training and 30% testing, each image measuring 128x128 pixels. The initial stage of preprocessing the data was done using the K-Means segmentation method using the parameter k=9. The dataset then goes through the feature extraction stage to determine each class's characteristics based on the image's color by changing the image to HSV color, then to improve the results of a good hyperplane using PSO feature selection. The model and there are two comparisons. The first is carried out using only the SVM classification method using RBF Kernel with C=100, and the gamma is scale. The second experiment uses the PSO feature selection and SVM classifier using the same number of datasets and parameters from SVM. The time complexity of this algorithm is $O(n^3)$ as the standard of SVM Classifier, this is because the size of the large dataset and the multi-class dataset causes high time complexity [30]. For the PSO technique, the time complexity is $O(n^2t)$ when passing through a population of size n and one outer loop for t cycles [31]. Then the model is rebuilt by adding feature selection to compare the final results. The results obtained from the training stage produce the highest train accuracy on SVM PSO. Table 3 proves that the results of the training model on various types of broccoli leaves are a total of 4309 data. After the training, the accuracy value with SVM is quite good and increases by 11.81% using PSO. The details of train accuracy can be shown in Table 3.

### Table 3. The results of training accuracy

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>85.82%</td>
</tr>
<tr>
<td>SVM + PSO</td>
<td>97.63%</td>
</tr>
</tbody>
</table>

In this study, we demonstrate the effect of PSO, i.e. increasing the accuracy of the model that employs SVM as the classification method and decreasing the execution time. Followed by the results of the accuracy, which can be shown in Table 4. The highest accuracy results were obtained using the PSO feature selection compared to the SVM classifier. The most outstanding accuracy yields 94.48% for SVM PSO and 86.25% for SVM classifier. The calculation indicator and the average of each class is calculated, and then the results are obtained in the form of a graph shown in Fig. 7. It can be seen that all indicators include precision, recall, F1-Score, and accuracy. The accuracy of the SVM PSO is higher than using only the SVM classifier.

### Table 4. The results of testing accuracy

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Accuracy</th>
<th>Processing Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>Alternaria Spot</td>
<td>94%</td>
<td>83%</td>
<td>88%</td>
<td>86.25%</td>
<td>3.691</td>
</tr>
<tr>
<td></td>
<td>Black Rot</td>
<td>91%</td>
<td>79%</td>
<td>80%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health Leaf</td>
<td>85%</td>
<td>97%</td>
<td>90%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Alternaria Spot</td>
<td>95%</td>
<td>94%</td>
<td>94%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM + PSO</td>
<td>Black Rot</td>
<td>92%</td>
<td>92%</td>
<td>92%</td>
<td>94.48%</td>
<td>1.412</td>
</tr>
<tr>
<td></td>
<td>Health Leaf</td>
<td>96%</td>
<td>98%</td>
<td>97%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Graph Accuracy](image)

**Fig. 7.** Average accuracy indicator
It was proven that the results increased by approximately 8.23% on the broccoli leaf image. It also proves that the SVM with feature selection PSO is faster in running the model, achieving a difference of 2.279s. PSO that is employed as the feature selection algorithm can reduce the execution time. This model can improve the accuracy of classification. Also, by employing PSO as a feature selection method, we can reduce unnecessary features for the classification process. This approach will reduce execution time by computer. In addition, since we reduce features for the classification, the data dimensionality is also reduced. Table 5 shows a state of the art comparison. From Table 5, it has been proved that the use of PSO combined with SVM can produce a good accuracy.

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Takruri et al. [6]</td>
<td>SVM+PSO. The image is converted to a grayscale image histogram and segmented using edge detection</td>
<td>87.13%</td>
</tr>
<tr>
<td>Zeng et al. [7]</td>
<td>SDPSO+SVM model with PCA. The image is converted to grayscale value</td>
<td>85.71%</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>SVM+PSO. The image is converted to HSV and using KMeans segmentation</td>
<td>97.63%</td>
</tr>
</tbody>
</table>

Since the study of broccoli leaf diseases classification has not been performed by the other researchers, the author compare the results of classification using SVM with the result of classification using SVM+PSO with segmentation algorithm and color space conversion to demonstrate the effect of feature selection performed by PSO. Table 6 shows an extra set of experiments by compare the color space namely RGB, HSV, and YCrCb.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Color Space</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>RGB</td>
<td>78.34%</td>
</tr>
<tr>
<td></td>
<td>HSV</td>
<td>86.25%</td>
</tr>
<tr>
<td></td>
<td>YCrCb</td>
<td>80.29%</td>
</tr>
<tr>
<td>SVM+PSO</td>
<td>RGB</td>
<td>92.80%</td>
</tr>
<tr>
<td></td>
<td>HSV</td>
<td>97.63%</td>
</tr>
<tr>
<td></td>
<td>YCrCb</td>
<td>80.67%</td>
</tr>
</tbody>
</table>

Some images do not match the appropriate labels between classes. From the confusion matrix image, the healthy leaf class is most recognized by the model, then the Alternaria spot class, and the most incorrect class is black rot. More details of the confusion matrix can be shown in Fig. 8. For healthy broccoli leaves, the confusion matrix shows promising results for the SVM classification model for healthy leaves resulting in 596 of the 615 testing data. In contrast, for the SVM PSO model, results that 603 of the testing data can be recognized. Then, the black rot class resulted from a total of 616 classes. The SVM model recognized as many as 486 testing images, and the SVM PSO well recognized 565 testing images. And lastly, for the Alternaria spot class from a total of 616 class images, the model can recognize 511 images for SVM and 577 for SVM PSO. From the whole process of data testing, healthy leaves tend to be easily recognized because the color of healthy leaves has a consistent color compared to diseased leaves. Our method has not been tested on imbalanced data. This scenario should be investigated further.
4. Conclusion

Based on the results, the author concludes that the model has been built by exploring for classification on the broccoli leaf image and by optimizing to increase accuracy has succeeded with 94.48% test accuracy, it can reduce the complexity and make train algorithm faster than only using standard classifier method. This paper still has limitations, i.e., the collection of datasets is still small. In the future, we will investigate the influence of various color spaces and various segmentation methods to the accuracy of the model. In addition, we will investigate the performance of the other feature selection methods in increasing the accuracy of our model. Also, we will employ deep learning methods for broccoli leaf diseases classification.
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