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ABSTRACT

The reliance on data and the high cost of data labeling are the main
problems facing deep learning today. Active learning aims to make the best
model with as few training samples as possible. Previous query strategies
for active learning have mainly used the uncertainty and diversity criteria,
and have not considered the data distribution's multi-granularity. To
extract more valid information from the samples, we use three-way

decisions to select uncertain samples and propose a multi-granularity active
learning method (MGAL). The model divides the unlabeled samples into
three parts: positive, negative, and boundary region. Through active
iterative training samples, the decision delay of the boundary domain can
reduce the decision cost. We validated the model on five UCI datasets and
the CIFAR10 dataset. The experimental results show that the cost of
three-way decisions is lower than that of two-way decisions. The multi-
granularity active learning achieves good classification results, which
validates the model. In this case study, the reader can learn about the ideas
and methods of the three-way decision theory applied to deep learning,.
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1. Introduction

Deep learning networks have made extraordinary progress in artificial intelligence [1]-[4]. Multi-
granularity structure is an important feature of deep networks, whether it is image, text, or speech data,
where feature representations can be extracted at different granularities [5], [6]. Deep networks extract
finer-grained features by processing data from low to high and building multi-level, multi-granular
semantics [7]-[9]. Deep networks consist of multiple layers of small groups of neurons (e.g.
convolutional kernels, etc.), each of which processes only a portion of the input image. In general, the
lower the underlying layer, the smaller the receptive field and the finer the granularity of the features.
The features of each layer are combined into a new receptive field, usually more significant than the
receptive field of the previous layer, and this is the granularity of the features.

Asin Fig. 1, the VGGNet16 [10] network goes through multiple layers of feature extraction to obtain
a high-level representation of an image. Res2Net [11] is an improved multi-level, multi-granularity
residual network. Fig. 2 shows the structure of each residual unit to obtain different features fi (i=1,2...
. s) by fusion to increase the multi-granularity feature representation capability of the network. The
hierarchical pyramid structure of the FPN network [12] mines multi-grained features of images and
fuses the information of multi-grained features to obtain rich and powerful high-level features (Fig. 3).
Training deep learning networks requires a lot of data and tag costs [13]. Active learning can reduce
labeling costs by selecting the most informative samples of the dataset [14], [15].
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Fig. 1. Multi-grain convolutional features of VGG networks

Unlike traditional passive supervised learning, active learning methods train on labeled samples to
obtain a priori knowledge, which is then used to evaluate the value of unlabeled samples. Therefore, how
to efficiently select unclassified labeled samples with high classification contributions for annotation and
add them to the existing training set is a key issue in active learning.
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Fig. 2. Multi-granularity feature extraction with residual module

However, in active learning, the arbitrary uncertainty of the recognition samples may also lead to
higher computational costs in iterative retraining [16]. To speed up training and extract features more
efficiently, we introduce a three-way decision approach [17] in active learning networks, where each
batch of new labels is trained incrementally and multi-granularity feature extraction of uncertain samples
is performed using three-way decisions, which greatly reduces the computational demand of active
learning methods.
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Fig. 3. Pyramidal multi-grain feature extraction for FPN networks
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Three-way decision theory [18] is a multi-granularity approach to solving complex problems. It
complements and extends classical two-way decision-making; It simulates solving problems for human
minds by determining the acceptance and rejection domains and taking delayed confirmation decisions
for inaccurate or uncertain information. By gathering more granular data, the uncertainty part is
transformed into the realm of certainty (the domain and rejection), thereby reducing its inconsistency
and improving the accuracy of decisions.

In this paper, our contributions are mainly as follows:

¢ A novel model combining deep and active learning is proposed to achieve dynamic incremental image
recognition and classification of data.

e The sample selection strategy of active learning is improved to reduce the cost of iterative training.

e The hierarchical and multi-granularity characteristics of decision queries are achieved. Using three-
way decision-making, representative samples from uncertain samples can be effectively extracted,
improving the performance of the classifier.

Following the Introduction section, Section 2 describes the three-way decision and active learning
algorithms. In Section 3, we discuss the network model parameters and experimental results, and Section
4 concludes the paper.

2. Method

2.1. Three-way decision

The three-way decision is a way to model a multi-level decision by dividing the whole into three
distinct and related parts [19]. Humans can immediately judge entirely accepted and rejected; research
and learning are required to make final judgments for uncertain things. The inaccuracy of an indefinite
item is due to its different granularity. The solution to this uncertainty can be a granularity
transformation of its attributes to refine the coarse granularity, thus making the uncertain object a
definite object.

To implement the three-way decision, it is first necessary to introduce the decision function f(x) of
the entity, also called the evaluation function; then, a pair of threshold values & and @ is introduced, and
the event objects in the argument domain U are divided into positive POS(U), boundary BND(U) and
negative domains NEG(U) according to the decision state value and threshold value, corresponding to
the acceptance, deferral and rejection rules of the three-way decision. («,3) denotes the upper and lower
approximation. The decision rules are defined as follows:

if f(x) = a,thenx € POS(U)
if a < f(x) < fB,thenx € BND(U)

if f(x) < B,thenx € NEG(U) D

For a sample set U, C represents the description of the state U. For each sample x € U, flx)
represents the evaluation of the current definition of Des(x). The three decision steps are: targets that
satisfy C are assigned to POS(U), those that do not are assigned to NEG(U) and those that are difficult
to judge are assigned to BND(U). The cost of classifying a sample into the three domains is different.
Assuming that Sp represents a sample in the positive domain and SN represents a sample in the negative
field, these two fields are divided into three regions, resulting in six different classification cost functions,
asin (2).

App = MPOS|L(x) = S}, Apy = MPOS|L(x) = Sy},

dowp = MNEG|L(x) = Sp} hyy = MNEG|L(x) = Sy},
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Agp = M{BND|L(x) = S, }, hgy = MBND|L(x) = Sy} (2)

Where L(x) is the conditional probability of classifying sample x into the positive domain, and the
expected risk of classifying sample x into the three domains can be calculated using (3).

C(POS|x)=Appf(x)+Apx(1-f(x))
C(NEG|x)=Aypf(x)+Ayn (1-f(x))
C(BND|x)=Agpf(x)+1py(1-f(x)) 3)

In general, the cost of correctly classifying a positive domain sample into its region is small or even
negligible, and the cost of delaying a decision on a sample should be lower than the cost of
misclassification, i.e. :

App<Agp<Anp,Ann<Apn<ApN 4

Furthermore, the cost of incorrectly accepting a negative domain should be much higher than the
cost of incorrectly rejecting a positive example, and based on the above equation, the decision threshold
can be obtained as follows :

— ApN—ABN _ ABN-ANN )
APN=ABN+ABP=APP " ABN-ABP+iyp—iny

The cost of partitioning the sample into boundary regions varies with the number of three-way
decision steps. The richer the information, the less acceptable the delayed decision and the higher the
cost of making the delayed decision. As the cost of delayed choices increases, the extent of the boundary
region gradually shrinks or even disappears, and the three-way decision degenerates into a two-way
decision.

2.2. Multi-granularity three-way decision model

The sequential three-way decision is a multi-granular decision model (Fig. 4) dealing with dynamic
decision problems [20], [21].

Sample U Coarse Grain

I I

POS BND NEG = Stepl

POS BND NEG Step i
POS BND NEG Sf’f =
N
POS NEG Fine Grain

Fig. 4. Multi-grained decision model with sequential three-way decision

Assuming that the n-step decisions constitute 7 levels of granularity, Des;(x), f;(x) represent the
state description of sample x at step i and the evaluation of the decision maker, respectively, and the
increasing accuracy of these evaluations as in (6).

(Desy (x), f1(x)) < (Desy (%), f2(x)) <+ (Desp (%), fn (X)) (6)

This constitutes a step-by-step cognitive process of moving from coarse to fine granularity of the
target.
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For objects divided into boundary regions, only the last layer uses a two-way decision, and the other
granular layers use a three-way decision. Therefore, a reasonable decision threshold is set on each grain
layer. It is a multi-granularity decision approach where the cost of each delayed decision step increases
as i increases. The threshold value for each decision step is given in (7).

= }?PN_;\":BI.V
' (lPN—stN)+(K§3P—XPP)
App—hnN
J— _ 7
Ai (’»EN—KNN)+(7»NP—XEP) @

The final step of the three-way decision has <,=£,, and assuming that MigN /7\,in =C, the final
threshold obtained can be calculated as follows:

AR = ApNANP—APPANN
BP ™ (pn—ANN)+COnp—Ppp)

L — ApNANP—APPANN 8
BN = — — ¥
(ApN—ANN)+C(ANp—PpP)

Fig. 5 shows the multi-granularity three-way decisions Classification algorithm. The Input was
imbalanced dataset, attributes of multi-granularity information, decision cost thresholds of different

granularity (i, Bi).

1 Initialize Ul=U; POS=NEG=BND=0
2 for i=1,2,...,n do

3 P(X1[xi])= PX)P([x:] 1X)/P([i]);
4 if(P(X|[x;] = &)

5 POS=POSU POS;

6 else if(|P(X|[x;] < B:)

7 NEG=NEGU NEG;

8 else

9 U;s,=BND,

10 i=i+1

11 end for

12 ifU, # ¢ then

13 POS; = {xeU,|P(X|[x;] = vi;
14 NEG; = (xeU,|P(X|[x;] < 7}
15 POS=POSU POS;

16 NEG=NEGU NEG;

17 End if

Fig. 5. Multi-granularity three-way decisions Classification algorithm

2.3. Active learning

The active learning method interacts with the classifier and the expert to obtain high-value samples
to improve the classifier’s performance. It avoids redundancy and unnecessary additions to data and
reduces the cost of tagging large amounts of data [22]. Active learning is divided into two steps: 1)
Sample selection: select the most valuable sample marks and then add them to the training set; 2) Model
training: supervised learning is carried out to measure the classification performance of the classifier. In
the active learning process, the two steps are executed alternately in an iterative. The algorithm
terminates when a preset number of iterations or a preset classification performance is reached, as shown
in Fig. 6.

In Fig. 6, an initial classifier must be trained by obtaining a portion of the used samples at the
beginning. The selected examples will significantly influence the evaluation of the initial classifier.

Xiaogang and Thitipong (Multi-granularity active learning based on the three-way decision)
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Suppose the initial classifier has a certain level of accuracy. Suppose the initial classifier has a sure
accuracy. In that case, it can minimize inefficient markers, speed up the active learning process to a
certain extent, and achieve the same performance with fewer samples.

Classification

training / model

Labeled
Sample

N The Most Valuable |3@MPle /selection
Expert mark Sample =

Fig. 6. Multi-granularity decision model with sequential three-way decision

Unlabelled
Sample

The sample selection strategy determines the amount of information in the training set. The most
straightforward method is random sampling, but more is needed to improve the generalization
performance of the classifier. In contrast, generating high-entropy samples is a strategy for selecting the
most valuable samples [23]. Based on the information entropy definition of the probability distribution,
chosen examples by interval sampling are:

x" = argmaxeey (= X7 P (v = ji10)log (P(y = j;1x))), (€
where j. denotes the most likely category i.

Fig. 7 shows the uncertainty entropy sampling algorithm. The Input was unlabeled samples U, sample
queries:n, similarity threshold:s, and Output: L(set of samples to be labeled).

1 Initialization: t=0; L=0

2 While t<n do

3 Maximum similarity m=0
4 Select sample: x;€ U

5 for each x;€ L do

6 Computational similarity: Sim(x;, x;)
7 m=max(m, Sim(x;, x;) )
8 end for

9 if(m < s ) then

10 L-LUx,

11 t=t+1

12 Endif

13  UeU—x;

14  End while

15 Return L

Fig. 7. Uncertainty entropy sampling algorithm

We use the idea of non-maximum suppression in our uncertainty sampling strategy [24], where the
first step of the algorithm selects the most informative sample of the current model and then determines
whether the similarity between this sample and any sample in the iso be labeled higher than a set
threshold. If it is higher than this threshold, piecemeal is suppressed in this. Otherwise, the sample is
placed in the set to be labeled L.

3. Results and Discussion

3.1. Multi-granularity active learning model and parameters

To reduce overfitting and training time, we start training by selecting a portion of the samples from
the sample. We use a multi-granularity active learning network (MGAL) to extract features for image

Xiaogang and Thitipong (Multi-granularity active learning based on the three-way decision)
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classification. In Fig. 8, feature extraction of image information is used as image description Des(x), and
then the probability result f{x) of classification is obtained using the softmax function. After training
with partially labeled samples, the unlabeled samples are evaluated and decisions are made by Algorithm
1, and then Algorithm 2 is used to select the most useful samples.

_________________ 3WD
; .Sortma:'cl i -----
@ ikl

B; = vy(Des,(x)) <

Fig. 8. Multi-granularity active learning model based on the three-way decision

The model makes a three-way decision on the classified sample set and calculates the classification
cost for the three domains. The result with the lowest price is the decision result of the sample. So we
add labeled samples to the previous step of the model. In each step model, these samples bring more
information and make the model more accurately describe the sample set. The hyperparameters of the
cost loss function in three-way decisions are shown in Table 1.

Table 1. Three-way decision cost

Decision L(x)= SP L(x)=SN
copy App =0 Apy =5
Refuse yp = 4 Ay =0
Delay decision Agp =1+ - Apy = 2+%

Confusion Matrix was used to analyse the classification results of model prediction, where TP
represented the positive samples predicted into positive ones. TN is a positive class expected to be the
negative class; FP is the negative samples indicated as positive samples; FN is the negative samples shown
as negative ones and TP+FP+ TN+ FN= Total number. The evaluation metrics are defined as follows.

TP+ TN

Accuracy = ———— ©))
TP+TN+FP+FN

The following experiments compare the accuracy of the experiments when 10%, 20%, 30%, 40%,
60% and 80% of the unlabeled sample set are added.

The algorithm divides the data set into the training set(10%), the unlabeled sample set(60%) and
the test set (30%). The threshold value of redundant information reduction was set at 99.9%. The CNN
network calculated the output value of the posterior probability of the unlabeled sample work—the
number of expected labels per iteration to 10% of the initial sample set.

3.2. Experimental result on the UCI dataset

The five publicly available datasets from the UCI dataset [25], both binary multi-classified fields,
were selected for part 1 of the experiment, as shown in Table 2. Four other active learning methods were
selected for comparison experiments to validate the three-way decision-based active learning method

(MGAL) proposed in this paper.

e Random selection [26] (Random).

e Representation Samples [27] (RA).
L e—
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e Group-based approach [28] (GA)
o Cost-effective Active Learning [29] (CEA)

Table 2. Examples of UCI public datasets

No. Datasets Features Samples Categories
1 Pima 8 768 2
2 Sonar 59 208 2
3 CMC 9 1473 3
4 Vehicle 18 846 4
5 Yeast 7 1484 10

As can be seen from Table 3, Our proposed MGAL model performs relatively well on most of the
sample sets and outperforms other active learning algorithms many times with the same proportion of
unlabeled samples added. Fig. 9 shows the average results of the performance metrics on different
datasets, and the MGAL model achieves significant improvement for the same increment.

Table 3. Accuracy of active learning models with different increments of unmarked samples

Algorithm Increment for unmarked samples(%)
Datasets

10% 20% 40% 60% 80%
Random 0.7705 0.7769 0.789 0.7965
RA 0.7774 0.7876 0.7831 0.7903
Pima GA 0.7745 0.7796 0.7914 0.7943
CEA 0.7861 0.7913 0.8033 0.8062
MGAL 0.8078 0.8091 0.8193 0.8357
Random 0.7415 0.7745 0.8321 0.8512
RA 0.7771 0.8109 0.828 0.8282
Sonar GA 0.7323 0.7732 0.8207 0.8697
CEA 0.7892 0.8126 0.8626 0.9141
MGAL 0.8022 0.8237 0.8716 0.9172
Random 0.6509 0.6737 0.6862 0.6905
RA 0.6658 0.6795 0.6997 0.6822
CMC GA 0.6579 0.6567 0.6688 0.671
CEA 0.6872 0.6867 0.7148 0.7251
MGAL 0.6956 0.7077 0.7297 0.7334
Random 0.7874 0.7947 0.8226 0.8362
RA 0.7713 0.8001 0.8128 0.8325
Vehicle GA 0.7778 0.8093 0.812 0.8343
CEA 0.7932 0.8193 0.8256 0.8446
MGAL 0.8026 0.8231 0.8313 0.8522
Random 0.7105 0.7251 0.7654 0.7806
RA 0.7348 0.7577 0.7739 0.7841
Yeast GA 0.7159 0.7255 0.7498 0.7889
CEA 0.7481 0.7581 0.7835 0.8244
MGAL 0.8073 0.8259 0.8379 0.8398

The experimental results show that the evaluation results of the classification algorithm gradually
become better and close to a fixed value as unlabeled samples are added. The random active learning
method, which selects unlabeled selections randomly, may cause inconsistent results. The Representative
active learning method, which can choose the most representative samples, also suffers from the situation
that the density of samples is high, but the value is not high; the CEA algorithm takes into account the
cost of different labels and is second only to our algorithm in terms of effectiveness.
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Fig. 9. Average classification accuracy on different data sets

3.3. Experiments on the dataset CIFAR10

Part 2 of the experiments compared the classification accuracy and decision cost of the three-way
decision and with the classical two-way decision on the CIFAR10 dataset, which consists of 10 classes
and 60,000 images, of which 80% were used for the training set, and 20% were used as the test set [30].
And a small portion of data containing labels was randomly selected as the initial training set. The
similarity parameter S1 = 0.70 charged location for the data. The decision cost loss function parameters
are shown in Table 1, and the classification accuracy and decision cost of the two-way and three-way
decisions under different selection strategies were compared, as shown in Fig. 10, Fig. 11, and Fig. 12.

—— 2WD_Cifarl0
0.90 { — 3IWD_Cifarld

Acuraccy(%)
= = = = =
E O - -
h S S  in
. ! X ! !

0.60 4

0.55

0 5 10 15 20 25
Number of decision steps (layers)

Fig. 10. Accuracy of three-way and two-way decisions

It is clear from the graph that the overall trend of the decision cost is the same for the three-way and
two-way decisions. As the number of labeled samples increases and more time is spent on training, the
network extracts more features, resulting in a more accurate description of the decision object and
improving classification performance. For the same active learning strategy, the classification accuracy of
the three-way decision is higher than that of the two-branch decision. At the same time, the cost is
lower, which is the advantage of making delayed decisions with insufficient information.
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Fig. 11. Loss cost of three-way and two-way decisions
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Fig. 12. Training time for three and two-way decisions

4, Conclusion

This paper proposes a new multi-granularity active learning classification model based on three-way
decision theory. It can be used to label unlabeled samples and classify multi-granularity images. The
three-way decision algorithm is used to divide the uncertain sample space. The suspicious samples are
decomposed into three subdomains for three-way decision-making to select a representative and low-
cost example and improve the decision efficiency. Compared with the two-way decision, the three-way
decision can better handle the uncertainty and multi-granularity features in the samples. Experimental
results on the UCI and CIFAR10 datasets show that the method significantly improves classification
performance compared to other active learning methods. However, Our active learning algorithms can
also increase computational complexity when dealing with high feature dimensions or large sample sizes.
Future work will introduce downscaling and attribute reduction methods for complex datasets to further
improve the efficiency of this model.
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