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1. Introduction 
The availability of georeferenced data sets and the exponential rise of geographic information system 

(GIS) technology have made it possible for researchers to do spatial statistical analyses on thousands, 
even millions, of observations. Large spatial data is one of the parts of huge spatial data [1]. In daily life, 
statistical analysis of large spatial data sets is necessary to draw thorough conclusions, particularly when 
examining the link across regions (spatial dependency). 
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 In spatial regression analysis, we not only consider a location's internal 
factors but also consider the spatial factors that may affect the relationship. 
The model of spatial dependence between regions caused by unknown 
factors or errors is known as the Spatial Error Model (SEM). In its 
application to large datasets, SEM suffers from several problems in 
parameter estimation and computational time. One of the methods to solve 
this problem is to use Matrix Exponential Spatial Specification (MESS). 
This research aims to find another alternative to modeling data containing 
spatial autocorrelation errors as a substitute for SEM. MESS(0,1) is named 
as an alternative model to SEM. With the advantage of MESS features, the 
MESS(0,1) model is expected to be faster in analytics and computation 
compared to SEM when using Maximum Likelihood Estimation (MLE). 
This study aimed to evaluate the effectiveness of the MESS (0,1) model as 
an alternative to SEM using MLE based on simulation studies and real data 
analysis. Simulation studies were conducted by generating data from small 
samples to large samples and then estimating parameters with the 
MESS(0,1) and SEM models. Then we compared the performance of the 
two models with the time used during estimation and the root mean square 
error (RMSE). In addition, it is applied to real data, namely Gross Regional 
Domestic Product (GRDP) data. The real data used is the GRDP of the 
construction category on Java Island in 2021. This is in line with the 
massive infrastructure development as a government program. The 
independent variables used and considered influential on the GRDP of the 
construction sector are domestic investment, foreign investment, labor, and 
wages. Based on the simulation study results, the computation time for 
estimating the parameters of MESS(0,1) is faster than the SEM model. In 
addition, in terms of accuracy, the RMSE indicator shows MESS(0,1) is 
more accurate than the SEM. In addition, the MESS(0,1) and SEM models 
were applied to the real data. The modeling real data results show that all 
variables significantly positively affect GRDP in the construction category.  
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Spatial regression is a type of data analysis that examines the relationship between independent and 
dependent variables while considering spatial dependency [2]. The field of spatial regression has advanced 
quickly in the past ten years. The model that has been constructed comprises specification, estimation 
of parameters, and interpretation. A common spatial linear regression specification is spatial 
autocorrelation in the dependent variable, or spatial autoregressive (SAR) [3], and spatial autocorrelation 
in the errors or spatial error model (SEM) [4]. In order to choose either the SAR model or the SEM 
model for modeling, the spatial dependency test should be conducted first [5]–[8]. When the spatial 
dependency test results show the existence of error correlation, the model used is the SEM model [9], 
[10]. Error autocorrelation in SEM can be written in the form of 𝜆𝐖𝐮 , where 𝜆 is the spatial 
autocorrelation error parameter, W is a spatial weight matrix, and u is a vector of unobservable error 
terms. MLE is utilized since conventional techniques for estimating SEM models, including simple least 
squares, are biased and ineffective [5]. The existence of the Jacobian matrix component in the form of 
|𝐈 − λ𝐖| in MLE distinguishes it from least squares estimation [11]. 

Researchers find it challenging to estimate the parameters of SEM models when working with large 
data sets. The difficulties encountered are the length of estimation and computation time due to 
numerical iteration to obtain parameters and the computational problem in computing the Jacobian 
matrix [9], [10]. Computationally, the larger the data or spatial unit used, the more likely it is to form 
a singular matrix in parameter estimation so that the estimator obtained will be biased. This 
computational issue has multiple solutions available, beginning with the eigenvalue computation in the 
spatial weight matrix, sparsity and Cholesky decomposition applied to the Jacobian matrix, determinant 
approximation, and a polynomial series approach to spatial weights [12]. In general, some of the solutions 
developed still perform decomposition on the Jacobian matrix [13]. The researcher offers another 
solution to overcome computational problems: using an exponential matrix approach called MESS [12], 
[13]. MESS was chosen because it has several properties that make MESS more advantageous from an 
analytical and computational perspective than SEM when using MLE. MESS does not require the 
computation of the Jacobian matrix in its computation and has a unique solution in parameter estimation 
[13]. 

Lesage and Pace originally introduced the MESS model in 2007 as a substitute for the SAR model. 
Some researchers name MESS lag, or MESS(1,0), as a substitute for the SAR model, while for the SEM, 
the substitute is MESS error, or MESS(0,1) [9]. We chose the term MESS(0,1) in this study based on 
recent research. The (𝐈 − λ𝐖) matrix in SEM is substituted with a matrix 𝑒𝜏𝐖 so that it becomes the 
MESS(0,1) model with .𝜏 .is a spatial scalar parameter in the error. The use of 𝑒𝜏𝐖 has many advantages, 
one of its properties is |𝑒𝜏𝐖| = 1 so that it does not calculate the Jacobian matrix as in the SEM. 
MESS(0.1) with MLE estimation has not been developed by researchers, so in this study, we want to 
estimate MESS(0.1) with MLE and see the performance of MESS(0,1) with a simulation study and real 
data modeling. 

Real data modeling uses GRDP data sets by category. One of the important data sets that the 
government focuses on and is large in size is the district's GRDP. The manufacturing, construction, 
mining, agricultural, and service categories are among the classifications or business sectors that make 
up the GRDP. The government, whether at the federal or municipal levels, is eager to raise GRDP since 
it gauges how well a region has developed. A community will be more prosperous if its GRDP is higher. 
For modeling using MESS(0,1), the construction category was chosen because the Indonesian 
government is very intensive in infrastructure development so as to see the influence of investment, 
employee, and wage variables on GRDP in the construction category. In addition, the results of the 



ISSN 2442-6571 International Journal of Advances in Intelligent Informatics 412 
Vol. 10, No. 3, August 2024, pp. 410-424 

 
 

 Marsono et al. (Computation of spatial error model…) 

spatial dependency test before modeling show that the GRDP construction category shows a spatial error 
model. 

This study aimed to evaluate the effectiveness of the MESS (0,1) model as an alternative to SEM 
using MLE based on simulation studies and real data analysis. Simulation studies were conducted by 
generating data from small samples to large samples and then estimating parameters with the MESS(0,1) 
and SEM models. In addition, it is applied to real data, namely Gross Regional Domestic Product 
(GRDP) data. The real data used is the GRDP of the construction category on Java Island in 2021. This 
research is very useful for the government when it wants to analyze spatially large data more quickly, 
such as GRDP data. 

2. Related Work 
This section discusses related approaches such as the spatial error model, matrix exponential spatial, 

spatial weights, the GRDP, and the concept of the independent variable. 

2.1. Spatial Error Model 
The concept of spatiality stems from Tobler's Law, which reads: "Everything is related to everything 

else, but near things are more related than distant things." This law is a pillar of regional science studies. 
Spatial effects are common between one region and another. Several models have been built with the 
addition of spatial interaction effects in either the dependent variable or the error. One of them is the 
spatial error model (SEM) [5]. SEM is produced when geographic units and error factors are combined 
in an ordinary least squares model. The SEM shown in (1), expressed in matrix notation, contains a 
dependent variable that depends on the autocorrelation of the error term 

𝐲 = 𝐗𝛃 + 𝐮,   𝐮 = λ𝐖𝐮 + ε,   () 

where y is the dependent variable, X is the independent variable, λ is the spatial autocorrelation 
coefficient of the error, W is the spatial weighting matrix on the error with size (N x N), 𝜷 is the model 
parameter, and ε is a normally distributed, identical, and independent with a mean of zero and variance 
𝜎2 [5]. Although it is often suggested in the literature, the value λ for the interval (-1, +1). One way of 
making the λ values stationary is rows or columns can normalize the matrix W. For row normalization, 
W is normalized so that the elements of each column sum to one [10]. 

To make it easier to estimate parameters, the SEM in (1) is changed to (2): 

𝐲 = 𝐗𝛃 + 𝐁−𝟏𝛆   () 

with 𝐁 = 𝐈 − λ𝐖 and assuming 𝜀~𝑁(0, 𝜎2) with the density function for 𝜀𝑖 is: 

𝑓(𝜀𝑖) =
1

√2𝜋𝜎2
exp (−

𝜍𝑙
2

2𝜎2)  ;  − ∞ <  𝜀𝑖 < ∞    

; 𝑖 = 1, 2, … , 𝑁   () 

There are two main approaches in estimating models containing spatial interaction effects: one based 
on the MLE principle and the other on instrumental variables or the generalized method of moment 
(IV/GMM). IV/GMM estimators differ from MLE estimators in that they do not rely on the assumption 
of normality of the errors. One of the drawbacks of the IV/GMM estimator is the possibility that the 
final estimated coefficient λ will be out of range. This is in contrast to MLE, as it is restricted to the 
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parameter space by the Jacobian log-likelihood function [14]. Parameter estimation is done using the 
MLE by maximizing the likelihood function. The likelihood function SEM with  
𝜃′𝑆𝐸𝑀 = [𝛃′, λ, σ2] becomes (4):  

𝐿(𝜽𝑆𝐸𝑀) =
1

(2𝜋𝜎2)
𝑁
2

|𝐁|exp (−
1

2𝜎2 (𝐁(𝐲 − 𝐗𝛃))′(𝐁(𝐲 − 𝐗𝛃))   () 

The log-likelihood function of the SEM model looks like in (5) 

𝐼𝑛 𝐿(𝛉𝑆𝐸𝑀) = −
𝑁

2
𝐼n(2πσ2) + In|𝐁| −

(𝐁(𝐲−𝐗𝛃))′𝐁(𝐲−𝐗𝛃))

2σ2    () 

By equalizing the first derivative of the likelihood function and equating it to zero, the MLE 
estimator 𝛉^ of the parameter can be obtained. This is the result obtained in (7) -(9). 

𝜕𝐿

𝜕𝜷
=

1

𝜎2 [(𝐗′𝐁′𝐁𝐲) − (𝐗′𝐁′𝐁𝐗)𝛃)]   () 

𝜕𝐿

𝜕𝜆
= −(𝑡𝑟(𝐁−1)𝐖) +

1

𝜎^2 (𝐲 − 𝐗𝛃̂)′𝐁′𝐖(𝐲 − 𝐗𝛃̂)   () 

𝜕𝐿

𝜕𝜎2 = −
𝑁

2𝜎2 +
1

2𝜎4 (𝐲 − 𝐗𝛃)′𝐁′𝐁(𝐲 − 𝐗𝛃)   () 

By equating (7) and (9) to zero, the estimators 𝛃̂ and 𝜎^2 can be obtained as follows; 

𝛃^ = (𝐗′𝐁′𝐁𝐗)−1 𝐗′𝐁′𝐁𝐲   () 

and 

𝜎^2 =
1

𝑁
(𝐲 − 𝐗𝛃̂)′𝐁′𝐁(𝐲 − 𝐗𝛃̂)   () 

Computationally, (10) and (11) cannot be solved because they still contain other unknown 
parameters, namely 𝜆 . To get the estimator 𝜆ˆ , use numerical iteration to obtain the parameters [9]. 
In addition, calculating the determinant of the Jacobian matrix will make the estimation time longer 
when using large data. This has led researchers to look for such solutions. This computational issue has 
multiple solutions available, beginning with the eigenvalue computation in the spatial weight matrix, 
sparsity and Cholesky decomposition applied to the Jacobian matrix, determinant approximation, and a 
polynomial series approach to spatial weights [12]. The researcher offers another solution to overcome 
computational problems: using an exponential matrix approach called MESS [12], [13]. 

2.2. Matrix Exponential Spatial 
The MESS model is a spatial model that uses an exponential matrix in its decay. The exponential 

matrix is defined as, 

𝑒𝜏𝐖 = ∑
τi𝐖i

i!

∞
i=0 = I + τ𝐖 +

τ2𝐖2

2
+ ⋯ +

τi𝐖i

i!
+ ⋯   () 

where 𝜏 is the scalar spatial coefficient, i is the spatial unit, and W is the spatial weight matrix. The 
MESS model offers many benefits as a substitute to overcome the difficulties that SEM models face in 
parameter estimation. Due to the features of MESS, exponential matrices are particularly advantageous, 
such as [15], [16]: 

eτ𝐖 is a non − singular matrix    
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(eτ𝐖)−1 = 𝑒−𝜏𝐖    

|eτ𝐖| = 𝑒𝑡𝑟𝑎𝑐𝑒(𝜏𝐖) = 1    

The first property will result in a covariance matrix that is always positive. The second property will 
make it easier to analyze mathematically. The third property will speed up computation because there is 
no need to calculate the Jacobian matrix. With the properties that MESS has, it is overall very effective 
when analyzing large amounts of data [9], [10], [13], [17]. MESS can be applied to replace autoregressive 
type models, including SEM; for the MESS(0,1) substitute the SEM [9]. 

2.3. Spatial Weights 
One of the key components of spatial regression that demonstrates spatial dependency is spatial 

weight. The particular relationship between regions of spatial observation units is described by the spatial 
weight, which is a non-negative 𝑁 𝑥 𝑁 matrix and is represented by W in the model [5]. The spatial 
weight can be the weak side of the spatial model because the researcher can subjectively determine it 
into customized weights. The spatial weight (W) can be obtained based on distance, neighbors, and 
contiguity. Spatial contiguity relationships consist of linear, rook, bhisop, and queen [18]. 

The spatial weighting W can be determined by specifying the economic science underlying the spatial 
theory of econometrics [10]. The impact of misspecifying the spatial weight can lead to differences in 
the parameters obtained from the estimation results. Therefore, it is necessary to choose weights that 
can explain the relationship between regions in real terms. In this study, queen contiguity weights were 
chosen because they represent GRDP data for the construction category in Java. In general, economic 
growth is closely related to regional contiguity. 

2.4. GRDP and Independent Variables Concept 
GRDP is a crucial metric that can be employed to ascertain a region's economic state over an extended 

period of time. Three perspectives—the production, income, and expenditure sides—can be used to 
analyze the concept of GRDP itself. The amount that the three methods should yield is the same in 
theory: the spending must match the quantity of finished goods and services produced as well as the 
quantity of revenue from the factors of production. Therefore, the gross domestic product (GDP) is 
essentially the amount of added value produced by all business units in a given area or the total worth of 
final goods and services provided by all economic units (typically for one year) [19]. 

These production units are grouped into 17 categories. Among the 17 categories of GRDP in 
Indonesia, there are four main categories that show the largest percentage contribution compared to 
other categories. With the total contribution of the four categories reaching 61 percent in 2021, the 
main sectors include the Manufacturing Industry, Agriculture, Forestry, and Fisheries category, 
Wholesale and Retail Trade category, and Construction category [20]. Of the four categories, the 
construction category is the main focus of the current government, namely infrastructure development. 
The GRDP of the construction category includes three activities: building construction, civil building 
construction, and special construction [19]. 

The independent variables used in this study are domestic investment, foreign investment, employees, 
and wages in the construction sector. Investment, which is also commonly referred to as capital 
investment or capital formation, can be defined as the expenditure or expenditure of investors or 
companies to purchase capital goods and production equipment to increase the ability to produce goods 
and services available in the economy. The regional investment pattern, which functions as a capital 
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builder for regional development to achieve various development goals, can be grouped into two 
categories: domestic and foreign investment patterns. A net wage or salary is the reward received during 
a month by laborers/employees in the form of money or goods paid by the company, office, or employer 
[21]. An employee is everyone who can do work to produce goods and/or services to meet their own 
needs and for the community [21]. 

According to previous research, labor, domestic investment, and foreign investment have a positive 
relationship with GRDP, which means that the more labor used, the higher the GRDP. The same thing 
happens when investment gets bigger, and GRDP will increase [22], [23]. Other research suggests that 
human capital positively influences economic growth, as calculated by GRDP [24]. Some infrastructure 
built in the construction sector, such as roads and bridges, can increase economic activity, which in turn 
increases economic growth [25] . The relationship between wages and economic growth has a positive 
correlation [26]. Of the four dependent variables used in real data analysis, they are strongly suspected 
to influence the GRDP construction sector positively. 

3. Method 
This section contains an explanation of the creation of datasets for simulation studies and real data 

analysis, the proposed model and model specification for real data analysis, and the parameter estimation 
of MESS(0,1). 

3.1. Creating Simulated Data and Real Data 
Simulation studies and real-data analysis were conducted to obtain the research objectives. The 

purpose of the simulation study here is to see the performance during the parameter estimation process 
so that the computation time can be known. In addition, the accuracy of the prediction values obtained 
must also be considered. This simulation uses the Matlab toolbox built by Lesage and has been modified 
[18]. The simulation uses Monte Carlo simulation with one thousand iterations, four independent 
variables, 𝜏 set at four, and the generated spatial weights. The simulation compares the estimation results 
of the SEM and MESS(0,1) models using the same computer. Experiments were started using small 
samples (N is less than 1,000), medium samples (N between 1,000 and 10,000), and large samples (N is 
larger than 10,000). 

For real data analysis, it is better to use large data sets. However, due to the limited availability of 
data owned by researchers, it uses cross-sectional data on GRDP in the construction category in 2021 
on Java Island, so the data used is 119 units. Such a large sample is still classified as a small sample (N 
less than 1,000), so the difference in computing time between the SEM and MESS models is not 
significant. However, because it aims to model and analyze data to see the factors that affect the GRDP 
of the construction category, the GRDP data used in this research comes from BPS-Statistics Indonesia. 
The data used is GRDP data at current prices; the independent variables used consist of employees, 
wages, domestic investment, and foreign investment in the construction category. Investment data comes 
from the Ministry of Investment and the Investment Coordinating Board of the Republic of Indonesia. 
The variables used in this study are presented in Table 1. 

The GRDP of the construction category is one of the main contributing sectors to the national GDP. 
This is in line with the rapid development of infrastructure throughout Indonesia. Infrastructure 
development is part of the GRDP of the construction category, so it needs to be seen as a spatial 
dependency. The construction category was chosen because the Indonesian government has been very 
aggressive in infrastructure development in recent years, such as roads, bridges, airports, and others. 
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Researchers want to see the effect of labor, wages, and investment on GRDP in the construction 
category. In addition, the results of the spatial dependency test before modeling show that the 
construction category GRDP shows a spatial error model. 

Table 1.  Information Research Variables 

Variables Description Unit 
y GRDP by contruction category Billion Rupiah 

X1 Foreign investment by contruction category US Dollar 
X 2 Domestic investment by contruction category US Dollar 
X3 Employee by contruction category Million Residents 
X 4 Wage by contruction category Million Residents 

3.2. Proposed Model 
By utilizing the exponential spatial matrix, the proposed model is MESS(0,1). The model is obtained 

by replacing the 𝐁 = 𝐈 − λ𝐖 matrix in SEM with 𝑒τ𝐖 so that (2) becomes: 

𝑦 = 𝐗𝛃 + e−τ𝐖𝛆   () 

where ε is a properly distributed, identically independent error with zero mean and variance 𝜎2 . 

There are several assumptions used in model estimation: 

• Assumption 1. W is a constant spatial weight matrix or nonstochastic with zero diagonals, W is 
uniformly bounded in both row and column sums in absolute value. 

• Assumption 2. The disturbances 𝜀 are identic and independent with mean 0 and variance 𝜎2  

• Assumption 3. 𝜏 ∈ 𝐴 where 𝐴 is the compact interval. Moreover, 𝜏 is in the interior of 𝐴 . 

• Assumption 4. The predictor matrix X has full rank. Furthermore, the elements of  X are constantly 
bounded for all n such that lim

𝑁→∞

𝐗′𝐗

𝑁
 

• Assumption 5. The number of sample observations (N) is large. 

The following are steps in parameter estimation with MLE: 

• Assuming the MESS(0,1) model has a normal distribution, find its error distribution function. 

• Form the MESS(0,1) model using normally distributed errors as the previous premise. 

• Create the MESS(0,1) model equation's likelihood function. 

• Create a log-likelihood function by utilizing the likelihood function generated in the preceding 
step. 

• Using the first derivative of the log-likelihood function with regard to the parameter, find the 
formula for parameter estimation. The first derivative of the log-likelihood function is compared 
with the estimated parameter, 𝛉′𝑀𝐸𝑆𝑆(0,1) = (𝛃′, τ, σ2), by equating it to zero. 

• Calculating 𝜏ˆ parameters with the method suggested by [13]. 

• Calculate the 𝛽ˆ parameters and 𝜎^2 

After estimating the parameters, a hypothesis test is performed on the parameters. However, 
hypothesis testing is not the focus of this study because we want to see the performance during parameter 
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estimation. The indicator used is the estimation speed, so the total time required for estimation is 
calculated. In addition, to measure the accuracy of a model's estimated results using RMSE, it is 
calculated by squaring the error divided by the amount of data then rooted. The RMSE formula is in 
(14). 

𝑅𝑀𝑆𝐸 = √
∑(𝑦−𝑦^)2

𝑁
   () 

A low RMSE value indicates that the variation in the value produced by a prediction model is close 
to the variation in the observed value. The smaller the RMSE value, the closer the predicted value is to 
the observed value. 

To see the performance of the proposed model and apply it to real data, a comparison is made between 
MESS(0,1) and SEM. Model specifications for the MESS(0,1) model in (15) and the SEM model in 
(16) are as follows: 

𝑦 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝑢, 𝑒𝜏𝐖𝑢 = 𝜺   () 

and 

𝑦 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝑢, 𝑢 = 𝜆𝐖u + 𝜺   () 

The specification of the model built refers to the variables used by the Indonesian Ministry of 
National Development Planning (Bappenas) in 2006 in regional and cross-sector planning, where the 
dependent variable used is GRDP data and the independent variables are the number of workers, labor 
wages, and domestic and foreign investment. The spatial weights W used for parameter estimation use 
queen contiguity weights with the consideration that construction buildings, namely highways, connect 
adjacent areas 

3.3. Parameter Estimation 
The step in MLE is to build a likelihood function MESS(0,1) with parameters. 

𝛉′𝑀𝐸𝑆𝑆(0,1) = (𝛃′, τ, σ2) is: 

𝑳(𝜽′
𝑀𝐸𝑆𝑆(0,1)) =

1

(2𝜋𝜎2)𝑁/2 |𝑒𝜏𝑊|exp (−
1

2𝜎2 (𝑒𝜏𝑊(𝐲 − 𝐗𝛃)′𝑒𝜏𝑊(𝐲 − 𝐗𝛃)  () 

As explained earlier, MESS has the properties |𝑒𝜏𝑊| = 1, the log-likelihood function becomes; 

In 𝐿(𝛉′
𝑀𝐸𝑆𝑆(0,1)) = −

N

2
in(2πσ2) −

(eτ𝐖(𝐲−𝐗𝛃)′eτ𝐖
(𝐲−𝐗𝛃))

2σ2    () 

To obtain the 𝛉′𝑀𝐸𝑆𝑆(0,1) = (𝛃′, τ, σ2) parameter with MLE, we maximize the function of (18). 
One common way is to derive the likelihood function for each parameter and equate it to zero. The 
result is (19)-(21); 

∂L

∂𝛃
=

1

𝜎2 [(𝐗′eτ𝐖′
eτ𝐖

𝐲) − (𝐗′eτ𝐖′
eτ𝐖

𝐗)𝛃)]   () 

∂L

∂𝛃
=

1

𝜎^2 (𝐲 − 𝐗𝛃̂)′eτ𝐖 ′𝐖(𝐲 − 𝐗𝛃̂)   () 

𝜕𝐿

𝜕𝜎2 =
𝑁

2𝜎2 +
1

2𝜎4 (𝐲 − 𝐗𝛃)′eτ𝐖′
eτ𝐖(𝐲 − 𝐗𝛃)   () 
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By equating (18) and (20) to zero, the estimators 𝜷ˆ and 𝜎^2 can be obtained as follows: 

𝜷ˆ = (𝑿′𝑒𝜏𝑊′𝑒𝜏𝑊
𝑿)−𝟏𝑿′𝑒𝝉𝑾′𝑒𝝉𝑾′

𝒚   () 

and 

 𝜎^2 =
1

𝑁
(eτ𝐖(𝐲 − 𝐗𝛃̂)′eτ𝐖

(𝐲 − 𝐗𝛃̂))    () 

The MESS(0,1) model allows closed-form solutions for its parameters, in contrast to the SEM 
model, which requires numerical iteration to determine the spatial error coefficients [13]. The steps to 
obtain the 𝜏 parameter in various ways are carried out, one of which is the matrix-vector product 
approach [9]. After obtaining 𝜏ˆ , the spatial error coefficient can be calculated using the approach in 
(23): 

𝜆^ ≈ 1 − exp (𝜏)   () 

4. Results and Discussion 
This section contains an explanation of the results of the simulation study and the results of real data 

analysis. 

4.1. Simulation Study 
The purpose of the simulation study here is to see the performance during the parameter estimation 

process so that the computation time can be known. In addition, the accuracy of the prediction values 
obtained should also be considered. The simulation compares the estimation results of the SEM and 
MESS(0,1) models using the same computer. Experiments were started using small samples (N is less 
than 1,000), medium samples (N between 1,000 and 10,000), and large samples (N is larger than 10,000). 
The results obtained can be seen in Table 2.  

Table 2.  Comparison of simulation results of SEM and MESS(0,1) models 

Number of observations Model Evaluation SEM MESS(0,1) 
N=100 

 
Time Estimation(s) 0.1450 0.0730 

RMSE 6.0637 5.9576 
N=500 

 
Time Estimation(s) 0.7140 0.0760 

RMSE 6.8492 6.5223 
N=1000 

 
Time Estimation(s) 0.8520 0.0790 

RMSE 5.5323 6.0245 
N=5000 

 
Time Estimation(s) 7.9200 0.0960 

RMSE 6.2762 6.0888 
N=10000 

 
Time Estimation(s) 16.7230 0.1210 

RMSE 6.3396 6.1561 
N=25000 

 
Time Estimation(s) 66.5300 0.1440 

RMSE 6.1340 6.1716 
N=50000 

 
Time Estimation(s) 207.0730 0.3760 

RMSE 6.1804 6.1084 
N=75000 

 
Time Estimation(s) 488.1320 0.4400 

RMSE 6.5733 6.1863 
N=100000 Time Estimation(s) 703.8330 0.7390 

RMSE 6.2352 6.1216 



419 International Journal of Advances in Intelligent Informatics   ISSN 2442-6571 
 Vol. 10, No. 3, August 2024, pp. 410-424 
 

 Marsono et al. (Computation of spatial error model…) 

Based on Table 2, when using a small sample (less than 1,000), there is no significant difference in 
estimation time between the SEM and MESS(0,1) models, which is still below one second. The 
difference in estimation time begins to appear when using a medium sample (N between 1,000 and 
10,000). The SEM model takes longer than MESS(0.1). The difference is very clear when using a large 
sample (N is larger than 10,000), and the time required by the SEM model is longer than the MESS(0.1) 
model. The simulation results prove that MESS(0.1) is faster in terms of computation. As shown in Fig. 
1, the parameter estimation time with a large sample (N = 100,000) required by the MESS(0,1) model 
is very fast, which is less than one second compared to the SEM model, which takes a long time. 

 
Fig. 1. The difference in estimation time between SEM and MESS(0,1) 

Based on Table 2, when comparing the RMSE values of the SEM and MESS(0.1) models, it can be 
seen that the RMSE value of MESS(0.1) is lower using both small and large samples. Although not 
significantly different, it shows that the MESS(0.1) model is more accurate than the SEM model. When 
using N = 100, the RMSE value of the SEM model is 6.0637, while the MESS (0.1) model is 5.9576. 
With increasing samples, when using N = 100000, the RMSE value of the SEM model is 6.2352, while 
the MESS (0.1) model is 6.1216. 

4.2. Real Data Analysis 
In accordance with the simulation study results, the MESS(0,1) model is very effective in using large 

data. However, due to the limited availability of data owned by researchers, it uses cross-sectional data 
on GRDP in the construction category 2021 on the Java Island, so the data used is 119 units. Such a 
large sample is still classified as a small sample (N less than 1,000), so the difference in computing time 
between the SEM and MESS models is insignificant. However, because it aims at modeling and analyzing 
data to see the factors that affect the GRDP of the construction category. Before estimating the 
parameters, it is necessary to visually see the relationship between the independent variables and GRDP 
in the construction category from the scatterplot in Fig. 2. 

Based on the scatterplot in Fig. 2, The vertical axis is the dependent variable, GRDP construction 
category, and the horizontal axis is the independent variable. It shows that all independent variables, 
including foreign investment, domestic investment, employee, and wage, by construction category have 
a positive relationship pattern with the GDP of the construction category. The greater the value of the 
independent variable, the greater the value of GRDP in the construction category. 
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Fig. 2. Scatterplot of Independent Variables against GRDP in the Construction Sector 

The distribution of GDRP in the construction sector in Java Island is shown in Fig. 3. 

 
Fig. 3. Map of Distribution of GRDP Value in Construction category in Java Island in 2021 

Based on Fig.3, GRDP values are divided into three classes according to the color gradation: low, 
medium, and high GRDP. GRDP below 25531.157 (billion rupiah) is 111 districts/cities, GRDP 
between 25531.157 -50910.993 (billion rupiah) is 1 district/cities, and GRDP above 50910.993 (billion 
rupiah) is 7 districts/cities., so to see the magnitude of the effect, estimation is carried out with the 
MESS(0,1) and SEM with with Queen Contiguity weights. Parameter estimation using the MESS(0,1) 
and SEM is shown in Table 3. Of all the independent variables used, all significantly influence the GRDP 
of the construction sector in Java Island using either the MESS(0,1) or SEM model. The parameter 
coefficient values estimated by both models show almost the same value and sign, indicating their 
influence on GRDP in the construction sector. 
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Table 3.  Comparison of estimation results and performance of MESS(0,1) and SEM with GRDP data of 
Construction Sector in Java Island 

Parameter MESS(0,1) SEM 
Coefficient P-Value Coefficient P-Value 

0 -15107.40770 0.00001 -15063.02100 0.00001 

1 0.12948 0.00001 0.12912 0.00001 

2 0.02895 0.00000 0.02893 0.00000 
3 0.03301 0.00303 0.03315 0.00208 

4 0.00889 0.00000 0.00887 0.00000 
 -0.24895 0.09631   
 0.220*  0.22700 0.06038 

Estimation Time 0.10500 0.14000 
R-Square 0.84020 0.84170 
RMSE 9965.14859 9964.83459 

a. Remarks*: Calculated using (24) 

Based on Table 3, the parameters for the MESS(0,1) model intercept (𝛽0) is -15107.40770, foreign 
investment (𝛽1 ) is 0.12948, domestic investment ( 𝛽2 ) is 0.02895, employee ( 𝛽3 ) is 0.03301, wage 
(𝛽4) is 0.00889 with a scalar spatial coefficient (𝜏) of -0.24895. Parameter for SEM, intercept ( 𝛽0 ) is-
15063.02100, foreign investment (𝛽1) is 0.12912, domestic investment ( 𝛽2) is 0.02893, employee (𝛽3) 
is 0.03315, wage ( 𝛽4 ) is 0.00887 with a spatial autoregressive coefficient of 0.22700. The parameter 
estimation results of the MESS(0,1) model have similarities with the SEM model, namely that all 
independent variables have a significant effect (𝛼 = 5%). In addition, the R square and RMSE values are 
also not different between MESS(0,1) and SEM. 

In addition to the independent variables, the influence of other unknown variables (the error term) 
of neighbors that intersect also has a significant effect (𝛼 = 10%) on the GRDP of a region. This is 
reflected in the positive spatial autocorrelation error coefficient ( 𝜆 = 0.227). The magnitude of the 
autocorrelation coefficient in the MESS(0,1) model can be calculated with the approach in (24). So the 
value of the autocorrelation error coefficient in the MESS(0,1) model is 0.220. 

A notable difference between the MESS(0,1) and SEM models lies in the time required for parameter 
estimation. Since the data used is N = 119, the observation time required to estimate the MESS(0,1) 
parameters is 0.10 seconds, while the SEM is (0.14). Regarding estimation time in computation, the 
MESS(0,1) model is better than the SEM model because the time required is faster even though it is 
below one second because the data used is a small sample. When using a large data set, the difference in 
time required for estimation will be more obvious. Fast estimation is needed for policymakers in 
important situations and conditions. Regarding accuracy using RMSE and R square, the MESS(0,1) and 
SEM models give similar results. In other words, MESS(0,1) can replace the SEM model well for small 
and large data. 

Based on the analysis of real data with MESS(0,1) and SEM in this study, it can be utilized for 
government policy in increasing GRDP or economic growth in the construction sector. Both foreign 
and domestic investment variables have a positive and significant effect on GRDP, so the government 
must try to include foreign and domestic investors in investing in Indonesia. In addition, employment 
in the construction sector must be increased to absorb unemployment, and wages given to workers must 
also be increased for the welfare of workers, which ultimately increases GRDP or economic growth. 
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5. Conclusion 
Based on this research, it can be concluded that MESS(0,1) is an excellent substitute for the SEM 

model. This can be proven from simulation studies that show that the MESS(0,1) model is faster in 
computation and more accurate in the parameter estimation process compared to the SEM model. In 
addition, the results of real data analysis by modeling construction category GRDP data with queen 
contiguity weights show the same performance because the data used is still a small sample. Independent 
variables have the same results between MESS (0,1) and SEM in terms of value, sign, and significance. 
Future work should be able to use large data sets so that the performance efficiency of MESS(0,1) can 
be seen. In addition, the spatial weights used can be customized weights related to the research. In 
research that still uses cross-sectional data, it is recommended to use panel data to make the analysis 
more comprehensive by considering the effect of time. 
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