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1. Introduction 
Parkinson's disease (PD), a neurodegenerative disease that affects the central nervous system, is an 

increasingly pressing global health problem [1]. The disease often triggers motor and cognitive 

dysfunction in affected individuals. PD is a chronic and progressive condition where brain cells that 

produce dopamine are damaged [2]. The destruction of these cells causes irregular body movement due 

to a lack of dopamine, and about 70% to 80% of dopamine cells are damaged when the main symptoms 

of Parkinson's appear [3]. One of the symptoms is frequent shaking of the hands and feet while at rest 

[4]. In addition, Muscle stiffness, voice changes, slowed movements, and depression are also symptoms 

that can occur in people affected by this PD disease.  

The disease often appears in the elderly [5] around 60 years old, although one in 20 samples showed 

major symptoms under 50 years. This causes many people to attribute these symptoms to age-related 
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 Parkinson's disease is one of the major neurodegenerative diseases that 

affect the central nervous system, often leading to motor and cognitive 

impairments in affected individuals. A precise diagnosis is currently 

unreliable, plus there are no specific tests such as electroencephalography 

or blood tests to diagnose the disease. Several studies have focused on the 

voice-based classification of Parkinson's disease. These studies attempt to 

enhance the accuracy of classification models. However, a major issue in 

predictive analysis is the imbalance in data distribution and the low 

performance of classification algorithms. This research aims to improve the 

accuracy of speech-based Parkinson's disease prediction by addressing class 

imbalance in the data and building an appropriate model. The proposed 

new model is to perform class balancing using SMOTE and build an 

ensemble voting model. The research process is systematically structured 

into multiple phases: data preprocessing, sampling, model development 

utilizing a voting ensemble approach, and performance evaluation. The 

model was tested using voice recording data from 31 people, where the data 

was taken from OpenML. The evaluation results were carried out using 

stratified cross-validation and showed good model performance. From the 

measurements taken, this study obtained an accuracy of 97.44%, with a 

precision of 97.95%, recall of 97.44%, and F1-Score of 97.56%.  This study 

demonstrates that implementing the soft-voting ensemble-SMOTE 

method can enhance the model's predictive accuracy.  
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changes. Parkinson's is a disease that is still untreatable [6]. However, existing medications can 

significantly reduce symptoms, especially in the early stages of the disease [3], [7]. 

Although the characteristics of Parkinson's disease have been discovered, early diagnosis in these 

cases is a complicated and time-consuming challenge [8]. Early and proper diagnosis is essential for more 

effective treatment and better care. However, the uncertainty associated with the early-stage diagnosis 

of Parkinson's disease has emerged as a critical concern in this study. The challenge arises from the 

difficulty in accurately diagnosing Parkinson's disease during its early stages, and accurate diagnoses tend 

to be late. There are many cases where patients only get diagnosed after the symptoms of the disease 

have progressed to a more serious level.  

Numerous studies and medical reports have also expressed the urgency of detection in these cases. In 

recent decades, the disease outbreak has become the world's most common neurological health issue 

[9]. In the UK, for example, the prevalence of individuals diagnosed with Parkinson's disease continues 

to rise, and recent data suggests that more than 145,000 Britons are currently living with the disease.  In 

Indonesia, the news of the increase in Parkinson's disease is also increasingly alarming. In some recent 

cases, it has been reported that in one family, almost all of them suffer from this disease [10]. It has also 

been projected that the prevalence of individuals affected by PD will continue to rise at an accelerated 

rate until the year 2050. This issue is expected to become a significant concern in many developed 

countries due to the substantial healthcare costs of managing this disease [11]. More accurate and 

efficient predictions can significantly benefit understanding, addressing, and processing the widespread 

Parkinson's disease outbreak.  

Several prior studies have explored the application of voice analysis for the detection of Parkinson's 

disease, this is particularly relevant given that alterations in voice are among the most prominent clinical 

indicators of Parkinson's Disease [9], [12], [13]. This voice-based approach has also been considered 

quite effective in recent studies [14]–[17]. The results of these studies show that voice characteristics 

and human speech patterns can be used as potential indicators of Parkinson's disease. However, 

developing voice detection models that only utilize traditional tools is problematic. 

Machine learning, including data mining methods, has emerged as a highly effective instrument in 

disease prediction [18]. These methods use data as an input tool for computers to process and make 

predictions based on mathematical and statistical calculations performed by machines. Data mining 

works by selecting, extracting, and modeling unknown hidden patterns from large data sets [19]. Thus, 

Machine Learning also allows computers to learn from the voice data converted to numeric from this 

Parkinson's disease prediction case. It can identify patterns associated with PD symptoms and make more 

accurate predictions. With computational capabilities and powerful algorithms, machine learning is a 

promising alternative to creating a good Parkinson's disease prediction model [20]. 

Several studies have focused on detecting Parkinson's disease through voice analysis. As done by  

Yaman et al. [21], it utilizes acoustic features by applying the weight feature technique for classification 

using the Support Vector Machine (SVM) method. This research shows quite high performance, where 

the accuracy reaches 91.25%. Furthermore, the research conducted by Ghaheri et al. [22] used SHAP 

and Hard Voting Ensemble methods for voice analysis to detect Parkinson's disease. They utilized 

Pearson's correlation coefficient to analyze the relationships among features, and their study achieved an 

accuracy rate of 85.42%.  

Research conducted by Solana-Lavalle and Rosas-Romero [23] took an approach that differentiated 

Parkinson's Disease detection results according to the patient's gender. This study found different factors 

in Parkinson's disease detection depending on the patient's gender. The results of this study show that 

high-frequency sound content is very significant in helping Parkinson's disease detection in women. At 

the same time, low frequency is more effective in disease detection in men, and the accuracy rate obtained 

reaches 95.9% in women and 100% in men.  

Meanwhile, Ahmed et al. [24] conducted a study that tested the intensity and spectrum of sound in 

Parkinson's patients by involving 6 machine learning algorithms. The results of this study show that the 

Random Forest algorithm achieves high accuracy, which is 97%. Research conducted by Sheibani et al. 
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[3] also predicted Parkinson's disease based on sound recordings. The research used an ensemble learning 

model, which combines the KNN, SVM, Decision Tree, and Naive Bayes algorithms. With the model 

built and the application of cross-validation, the research achieved the greatest accuracy of 90.65%. 

Unfortunately, few previous studies still apply the voting ensemble learning model and handle 

imbalanced classes appropriately. It shows the potential to maximize the performance obtained in 

predicting this disease. Therefore, this study aims to enhance the accuracy of Parkinson's disease 

prediction by implementing the soft voting ensemble learning model and SMOTE. 

2. Method 
The development of a Parkinson's disease detection model involved multiple stages, including data 

collection, data preprocessing, data oversampling, model construction, and performance evaluation. 

These stages are carried out sequentially. A detailed description of each stage of this research is presented 

in Fig. 1. 

 

Fig. 1. Research flow 
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2.1. Data Collection 
At this stage, a dataset is obtained, comprising a collection of voice recordings from individuals 

diagnosed with Parkinson's disease and healthy individuals. The dataset is obtained from a publicly 

available platform on OpenML. The dataset is accessible through the provided URL link: 

https://www.openml.org/search?type=data&status=active&id=1488&sort=runs.This dataset results 

from data collection involving voice recordings from 31 individuals. In the dataset, there are 23 

individuals suffering from Parkinson's disease, with 16 of them being male and 7 females. Meanwhile, 

the other 8 people were healthy, with 3 males and 5 females. Each voice recording has been converted 

into numerical data presenting relevant voice attributes. The dataset consists of 48 records derived from 

voice recordings of healthy individuals and 147 records obtained from voice recordings of individuals 

diagnosed with Parkinson's disease. The dataset consists of 22 features and 1 label. Table 1 shows the 

details of the features in the dataset. 

Table 1.  Description of each feature in the dataset 

Label Feature Name Description 
V1 MDVP:Fo(Hz) The mean fundamental frequency of the vocal voice 

V2 MDVP:Fhi(Hz) The maximum fundamental frequency of the vocal voice 

V3 MDVP:Flo(Hz) The minimum fundamental frequency of the vocal voice. 

V4 MDVP:Jitter (%) Various indicators of fluctuation in the fundamental frequency. 

V5 MDVP:Jitter (Abs) The fundamental frequency, particularly elevated in pathological sounds. 

V6 MDVP:RAP Disturbance in the relative amplitude within the Kay Pentax MDVP. 

V7 MDVP:PPQ 

The perturbation quotient measured over a five-point period in the Kay Pentax 

MDVP system. 

V8 Jitter:DPP 

The mean absolute difference of variances among cycles, normalized by the average 

period. 

V9 MDVP:Shimmer Several metrics for assessing amplitude variation. 

V10 MDVP:Shimmer(dB) 

The local shimmer measurement in decibels as analyzed using the Kay Pentax 

MDVP system. 

V11 Shimmer:APQ3 Perturbation quotient derived from three-point amplitude. 

V12 Shimmer:APQ5 Perturbation quotient calculated from five-point amplitude. 

V13 MDVP:APQ 

Perturbation quotient derived from eleven-point amplitude in the Kay Pentax 

MDVP. 

V14 Shimmer:DDA 

The mean absolute difference between the variances of amplitudes across successive 

periods. 

V15 NHR 

Two metrics indicating the proportion of noise to tonal components in the voval 

signals. 

V16 HNR 

HNR values typically exhibit smaller measurements in individuals with PD 

compared to those who are healthy. 

V17 RPDE Two measures of nonlinear dynamical complexity. 

V18 D2 

The relevance dimension (D2) quantifies the degree of irregularity present in the the 

system's reconstructed state space. 

V19 DFA Fractal scaling exponent of the signal. 

V20 spread1 Three non-linear indicators assessing the variation in fundamental frequency. 

V21 spread2 Variation 

V22 PPE Pitch period entropy. 

Class Status Subject's health condition: 1 for Parkinson's, 0 for healthy. 

2.2. Data Pre-Processing 
At this stage, the dataset, which is already in numeric form and stored as a CSV file, is imported into 

Google Colab. After that, the separation between features and target is done. Label encoding is done to 

ensure that the data in the label is already in numeric form. The target in this dataset is identified by an 

attribute called 'Class', where the value '1' indicates an individual who is healthy, and '2' indicates an 

individual who is affected by PD. Shuffling is performed to randomize the data. This process is conducted 

https://www.openml.org/search?type=data&status=active&id=1488&sort=runs
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to ensure that the data utilized for training the model does not contain specific patterns that could 

influence its performance. 

2.3. Data balancing using SMOTE 
Oversampling is one of the techniques used to overcome the issue of disproportionate class 

distribution in datasets [25]. In this case, there is a class imbalance between samples of individuals with 

PD and individuals who are healthy. The sample of individuals with PD is larger than that of healthy 

individuals. Therefore, oversampling using the Synthetic Minority Oversampling Technique (SMOTE) 

is used to overcome this issue by creating synthetic samples from the minority class [26], namely healthy 

individuals. Oversampling the sample of healthy individuals prevents the model from focusing too much 

on the sample of PD sufferers and underlearning the sample of healthy individuals. This can lead to 

mispredictions where individuals predicted to be in the healthy class are instead classified as PD sufferers. 

2.4. Modelling 
In the modeling stage, a classification model is developed to identify individuals with PD based on 

the extracted voice features from the dataset. There are 2 classification models used, namely XGBoost, 

and LightGBM. XGBoost is utilized to manage high-dimensional classification tasks and enhance 

performance effectively [27]. XGBoost is essentially a combined machine-learning system that relies on 

decision tree-based models and uses a gradient-boosting framework [28]. The algorithm functions by 

constructing decision trees during the training phase, simultaneously minimizing the error function to 

achieve optimal efficiency and scalability [29]. This research ensures the model can understand the data 

well by oversampling first. LightGBM is also a popular [30] and efficient performing classification model 

[31]–[35], which is also utilized in this research. This model exhibits advantages in terms of 

computational efficiency and its capability to process large-scale datasets with high-dimensional features 

[36]. LightGBM utilizes parallel multi-threaded histogram-based techniques to accelerate the training 

phase and preprocess data through gradient-based one-sided sampling and exclusive feature bundling, 

thereby improving computational efficiency [37]. 

The Voting Ensemble method [38]–[40] is a powerful machine-learning technique that integrates 

several models' predictive capabilities to enhance the model's performance [41]. This method predicts 

by taking the most votes from the base mode used [42], [43]. The method used in ensemble voting is 

soft voting. Soft Voting considers the probability score or confidence level given by each model. The 

confidence scores of the predicted results of the base models, namely XGBoost and LightGBM, are 

taken, and the final decision is determined by aggregating the computed scores. So, if the XGBoost and 

LightGBM algorithms predict the opposite class, the algorithm's decision with the highest confidence 

probability is taken. The proposed model is illustrated in Fig. 2. The application of this method was 

carried out because, in some previous studies, it was able to improve the predictive results of [44] and 

overcome the weaknesses of individual models. 

 

Fig. 2. Proposed soft voting classification method 
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The dataset was previously partitioned into training and testing sets using an 80:20 ratio. Training is 

carried out using the Stratified K-fold Cross Validation technique to be able to train. This method 

divides a dataset into subsets and then iteratively trains and tests the model. Stratified is applied to ensure 

the proportion of classes in each fold [45]. Then after going through the training stage, the data is tested 

using testing data that the model has never seen before. 

2.5. Model Evaluation 
The model evaluation is conducted utilizing a confusion matrix. A confusion matrix is a technique 

that can describe how well the model predicts positive and negative cases and how the model can make 

correct predictions. The confusion matrix consists of 4 main metrics. The confusion matrix comprises 

four primary metrics. The first metric, True Positive (TP), represents the number of actual positive 

instances correctly classified by the model. True Negative (TN) refers to the number of actual negative 

instances accurately identified by the model. False Positive (FP) denotes the number of negative instances 

incorrectly classified as positive. Conversely, False Negative (FN) indicates the number of positive 

instances that were misclassified as negative by the model. This confusion matrix calculates model 

performance through accuracy, precision, recall, and F1-Score. The calculations for model performance 

are outlined in Formulas 1 to 4. 

• Accuracy 

Accuracy is a metric that quantifies the overall capability of a model to classify instances across 

different classes correctly. Accuracy is measured by the equation (1). 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  (𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇)
(𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹)

   (1) 

• Precision 

Precision is a value that indicates the extent to which the model can predict positive cases correctly. 

Which is useful for understanding the extent to which the model's positive predictions are reliable. 

Precision is measured by equation (2). 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)

   (2) 

• Recall 

Recall is a value that indicates the extent to which the model is successful in identifying all positive 

cases. Recall is measured by equation (3). 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)

   (3) 

• F1-score 

F1-score is a combined metric of precision and recall used to measure overall model performance. 

F1-score is measured by equation (4). 

𝐹𝐹1 − 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  2∗(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∗𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)
(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)

   (4) 

3. Results and Discussion 
Parkinson's disease detection results from a process involving several important steps in data analysis. 

The first is data collection. The dataset used comes from the publicly accessible OpenML platform, 

which consists of voice recordings of 31 people, with 23 of them suffering from PD and the other 8 in 

good health. The dataset consists of 195 voice data recordings, comprising 23 existing features. The 

second stage is Data Preprocessing. Label encoding was performed, where previously, the label features 

contained data that was not yet numeric. Data shuffling is performed to ensure that the data does not 
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have a certain pattern that can interfere with the prediction process by the model. The third stage is 

class balancing using SMOTE. To prevent the model from being too skewed to one of the classes. The 

fourth stage is modeling, which involves creating an ensemble voting learning model from the basic 

XGBoost and LightGBM models. The data is trained using Stratified K-fold cross-validation. Ensuring 

that the model performs training and testing on each piece of data. The training data is divided into 5 

folds, each fold equally contains each class. Then the fifth stage is model evaluation using a confusion 

matrix, which can produce performance in terms of accuracy, precision, recall, and f1-score of the model. 

To see how the features in the dataset correlate (see Fig. 3), a heatmap was created to illustrate the 

degree of correlation between features. Some features show a significant positive correlation, which 

indicates that a change in one feature will result in a change in another feature, and these changes are 

directly proportional. Conversely, other features show a strong negative correlation, indicating that an 

increase in one feature corresponds to a decrease in another. 

 

Fig. 3. Relationship between features in the dataset 

The heatmap identifies features with a strong positive correlation and a strong negative correlation 

with the target. Based on the heatmap, the features with a strong positive correlation with the target are 

feature v19, with a correlation level of 0.57; feature v22, which has a correlation of 0.54; and feature v20, 

which correlates with 0.46. This means that when these features increase, the probability of the target 

class will also increase, and vice versa. Features that have a fairly strong negative correlation with the 

target are v1, with a negative correlation level of -0.4, v16 correlation of -0.39, and v3 correlation of -

0.38. This negative correlation indicates that when the feature value of this feature increases, the 

probability of the target class will decrease and vice versa. In addition, the heatmap also shows the 

correlation between features, such as in v8 and v6. It features v14 and v11, which have a very strong 

positive correlation of 1, indicating that they move hand in hand. 

Data balancing is done with SMOTE, which is believed to be a good method, as it synthesizes data 

from minority classes. Instead of duplicating the data. The result of SMOTE can balance the data well. 

The change in data before and after SMOTE can be seen in Fig. 4 and Fig. 5, respectively. 
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Fig. 4. Comparison between classes on the dataset Fig. 5. Comparison between classes on the dataset 

after SMOTE 

Before SMOTE, there is a significant difference in the amount of data between healthy people and 

people with PD. The data was divided into training data and testing data. It turns out that with a division 

of 80% and 20%, the training data for the class of healthy individuals is 44 and people with PD is 112. 

If class balancing is not done, of course the model that will be created will lean towards the class of 

individuals with PD, which will allow misclassification. This happens because the model learns less from 

healthy individual data or negative classes. So SMOTE is carried out on the training data. so that the 

training data has several healthy individual data and individuals with PD each 112 data records.  Based 

on how SMOTE works, the newly generated data added to the training dataset is the result of data 

synthesis from the negative class or healthy individual data. Not by duplicating it. SMOTE results show 

that the data becomes balanced between the 2 classes so that the model can learn in a balanced and fair 

way from the 2 classes. 

After the data is balanced, the ensemble soft voting model is built using the XGBoost and LightGBM 

base models. The model is trained by applying Stratified K-Fold Cross Validation, to ensure that the 

model works well not because it happens to get easy testing data or vice versa. The data division is set to 

5 folds. After the model has been trained, the model is tested on the testing data. Fig. 6 illustrates the 

model performance during training and testing. When training using CV, the model shows a significant 

change in performance. This can be seen from the accuracy value obtained per fold which experiences 

ups and downs. 

 

Fig. 6. The Comparison of accuracy during model training and testing 
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When testing accuracy on training data that has not applied CV, the resulting accuracy is 100%. This 

indicates that the model is overfitting. However, when stratified K-fold cross-validation was applied, the 

model gave an average accuracy of 94.18%. When compared to the testing data of 97.44%, it can be said 

that the model has good performance. This shows that the model is good enough to generalize between 

positive and negative classes and individuals with PD and healthy conditions. The precision value shows 

the model's performance, which is 97.95%. The recall is 97.44%, and F1-Score is 97.56%. From these 

results, it can be said that the model that has been built can distinguish the target class very well and 

can be relied upon to detect positive cases (Parkinson's disease classification) with a low error rate. And 

this also shows that the model created can potentially have real-world applications in detecting 

Parkinson's disease. Table 2 compares the model results from this study with previous research on the 

same topic, specifically Parkinson's disease prediction. 

Table 2.  Comparative performance of the proposed method and existing related studies 

Similar Study Method Performance 

Sheibani et al. [3] Using the ensemble approach, with internal classifications KNN, 

SVM, and NB. The Ultimate Classification utilizes MLP, AB, Voting, 

and RF. 

Accuracy Ensemble 

model: 90.6% 
 

Avuçlu and  

Elen [5] 

Random Forest with Statistical measurement results for 75 × 25. Accuracy Random 

Forest: 85.81% 

Solana-Lavalle and  

Rosas-Romero 

[23] 

A comparative analysis of the Extreme Gradient Boosting (XGB) 

classifier, Logistic Regression classifier, Stochastic Gradient Descent 

(SGD) classifier, Random Forest classifier, Decision Tree (DT) 

classifier, and K-Nearest Neighbor (KNN) classifier. 

Accuracy Random 

Forest: 97% 

Peker and  

Kubat [46] 

The ensemble method, utilizing stratified 10-fold cross-validation, 

integrates four discretization algorithms: Chi2, ChiMerge (ChiM), 

Modified Chi2 (ModChi2), and Extended Chi2 (ExtChi2). 

Accuracy Ensemble 

model: 88.03% 

Despotovic  

et al. [47] 

Gaussian Processes, enhanced with Automatic Relevance 

Determination (ARD), are applied using 10-fold cross-validation 

Accuracy Gaussian 

model: 96.92% 

Proposed Method Utilizing ensemble voting method with XGBoost and LightGBM 
algorithms, SMOTE data balancing, and Cross-validation. 

Accuracy Ensemble 
Voting: 97.44% 

 

Based on the comparative analysis of model performance between the proposed method and prior 

related studies, the soft voting ensemble approach demonstrated superior performance, achieving an 

accuracy of 97.44%. These findings indicate that the soft voting ensemble combining XGBoost and 

LightGBM with SMOTE is the most promising approach to evaluating performance metrics. 

Furthermore, this study contributes to the body of knowledge by providing a computational framework 

for evaluating experimental datasets. Additionally, it offers a comparative study of different machine 

learning models that can be utilized for predicting Parkinson’s disease.   

Implementing the SMOTE technique enhances data synthesis while preserving class classification 

accuracy within the generated dataset. Moreover, using stratified k-fold cross-validation in the training 

phase does not contribute to significant variations in performance outcomes. This study develops a soft 

voting ensemble model and conducts extensive evaluations to assess its effectiveness. However, further 

comprehensive investigations are necessary to verify the model’s ability to generalize new data. It is 

important to recognize that the optimal results obtained may be influenced by the dataset's limited size, 

particularly due to the scarcity of instances in the healthy class. Future research is recommended to 

validate the model’s performance using larger and more diverse datasets. 

4. Conclusion 
This study aims to predict Parkinson's disease using the Soft Voting Ensemble model. We measure 

the effectiveness of the ensemble model formed by two base models, namely XGBoost and LightGBM. 

We also address the issue of class imbalance between healthy individuals and those with Parkinson's 
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disease by applying the SMOTE technique. The training was performed with Startifid K-Fold Cross 

Validation for 5 folds. Model evaluation was performed using the confusion matrix. This study has 

achieved promising results, with 97.44% accuracy, 97.95% precision, 97.44% recall, and 97.56% F1 

score. These performance results show that our model can effectively distinguish between healthy 

individuals and those with Parkinson's disease. Thus, this model can potentially be an effective tool for 

disease detection in clinical practice. 
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