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ABSTRACT

This paper proposes a method to classify words in Japanese Sign
(JSL). This approach employs a combined gathered image ge
techniqgue and a neural network with convolutional and pooling
(CNNSs). The gathered image generation genenadges based on m
images. Herein, the maximum difference value is between blocks
and JSL motions images. The gathered images comprise blocks th
the calculated maximum difference value. CNNs extract the featur
gathered images, hie a support vector machine for mualtas
classification, and a multilayer perceptron are employed to classil
words. The experimental results had 94.1% for the mean recc
accuracy of the proposed method. These results suggest thaptise
method can obtain information to classify the sample words
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1.Introduction

Sign language (SL) is one of the communicatiors foolhumars. In communication between
humarsand computey it is important to develop the communication tool and to make SL recognition
techniquesSL includes fingerspelling and a hand gesture. In the hand gesture, there are a finger alphabet
and a hand motion.

There are lots of techniques to classify the SL for-bhape feature extraction, hand anfiihger
motion feature extraction, and SL word classificalipnj28]. In the handshape feature extraction,
Jeballet al.[9] classified Frea SL using HMM, Rangat al.[10] classified American SL using Gobor
filter with waveletransform and CNN, and Tast al.[12] classified the American SL alphabet using
CNN. In the hand and/or finger motion feature extraction, Silghdnclassified Thai fingerspelling
using histograms of the orientation gradient feature and Phitaktva@l 5] classified Thai SL using
scalenvariant feature transform. In the SL word classification, Patvaa{16] classified Thai SL
using SVM. Pigowet al.[17] classified the hand gestures of SL using CNN, Molchetnal[18]
classified hand gestures using 3D CNN, Meitkali[19] classified JSL using SVM, and Takayama
Takash[20] classified JSL using an improved HMM. It requires a specific size of input data for machine
learning technique.

It is not easy to specify the size because they are differences of SL speed on each human and length
of word of SL. Furthermore, Raa al.[21] classified SL using CNN and used a dataset wherein the
sample size was maintained constant. If it is passgather informigon on word of SL, it is no need
to specify the size and possible to develop the methledsifycSL words without depenid language
speed and length of word.
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This papeproposes hovemethod to gather image to classify JSL words without depermfence
language speeand length of wordThis study implementvarious claasification techniques, susch as
neural networks with convolutional and pooling layers (CNB\&Yl for multiclass classification
(MSVM), ard a multilayer perceptron (MLP)

2.Method

The proposed method consists of grayscale transformation, mean image creation, gathered image
generation, and JSL word classification. Flowchart of JSL words classification method is shown in
Fig. 1L Eachstep is detailed in the fowing sections.
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Fig. 1. Flowchart of JSL words classification method (proposed method).

2.1.Grayscal@ransformationfor Preprocessing

Fig. 2showsa grayscale transformatibmthis preprocessingtagegrayscale images are crelayed
transforming on all images after the video is converted to still jmadeitows

Ol OOTR weY T®YRO THPED 1)

whereGrayis grayscale value of each pBeG, andR are theblue, green, andredscale values,
respectively.

Fig. 2. Grayscale transformation.

2.2.Mean Image Creation

A mean image is createylcalculating the average value on each block divided into N x M pixels as
follows:

0 QO aho B'Oi & O4ERO® 6 & "0d & "QQ 2

whereMean Graylmage, v, i, andNumimagéndicate the mean image, grayscale imagmrelinate

of a block in an image;gpordinate of a block in an image, image number, and total sample images of

a JSL wordFig. 3showghe creation of a mean imagéee created mean image expresses information
E—— ]
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concerning the hand motion of a JSL word because the gray value of the hand motion information is
thin.

————————
i i e e

Fig. 3. Mean image creation.

2.3.Gathered image generation

In gathered image generation, the difference valdles bfocks in an image between the mean
image and all images of a JSL word are calculated. Then, the winner blocks that have the maximum
difference values are decided. The gathered image consists of the winner blocks, i.e., those that have the
calculated eximum difference valuds.Fig. 4 Meanlmage, Graylmage, maximum, and max_num
indicate the created mean image, the grayscale imagaximzim difference value between the created
mean image, and the total number of grayscale images in each block, respectively.

for nin range (0, block number)
maximum = | Meanlmage[n]Graylmage[n][0] |
foriin range (1, image numberaodSL word)
if | Meanimage[nh Graylmage[n][i] | >= maximum
maximum = Graylmage[n][i]
max_num =i
Gatheredhage[n] = Graylmage[n][max_num]

~NOoO OO WDN PP

Fig. 4 Listing of gathered image generation program.

Fig. 5showghe gatherednage generation based on computing the maximum value of difference
from the mean image. The generated gathered image highlights the hand motion information of a JSL
word due to the embedding of the gray value of the block that has the maximum diféduenicem
the created mean image.

o

] hxinmm difference value calculation

between mean image and each images

Gathered image consists of blocks that have
maximum difference values.

Fig. 5. Gathered image generation based on computing the maximum value of difference from the mean image.
I
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2.4 Japanese sign language classification

It is not easy to extract the features of the generated gathered image beganeeatked gathered
image is complex. CNNs are therefore used for extracting the features of the generated gathered images.
The convolutional layers have L x L filters. The information in the generated gathered image is
compressed using the pooling layken, a dropout function (dropout ratio: Q%) is applied to protect
against overtraining. The CNN structurghiswn inFig. 6. Finally, the JSL words are classified using
the MSVM and MLP classifiers, respectiviely. 7 showghe structure of the MSVM and MLP. The
accuracy rate for classifying JSL words is expressed as follows

b OOo1 O®&HI 1 QOO 6 a OFVEQBABDHQE & 3

where AccuragyCorrectClassificatiaand TotalNum represent the accuracy rate for JSL word
classification, the number of correctly classified data, and the total number of gathered images.
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Fig. 6. Structure of the CNNs.
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Fig. 7. Classifiers for JSL classification: the structures of (a) aahaiski SVM (MSVM) and (B)multilayer
perceptron (MLP).

3.Results and Discussion

We conducted experiments using actual JSL videos. The total nurebbjeofs was 11 healthy
persons (3 females and 8 males; mean age = 24.7 years). The number of JSL words was 20 related to
greeting and enquiries using JSL during general communication in an information center and/or office.
A total of 13,200 images wesngrated (the numbers of subjects, words and generated gathered images
were 11, 20 and 60’he number of classes was 20 (20 JSL words). Some common phrases used by the
participants were Pexcuse me,p Pl Pgeéa,nk sPIpormnna
Pexcuse mep consisted of Ptalk,p Pnot care,p ar
Pplease,p and Pthanksp were single word. PWher
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Table 1shows the mean and standard deviation of the sample number of each Japanese sign for each
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consi sted of
words used in this
sel ected verbs were

Pmor ni
experi ment
Pg o rgeemploayeiyo, p an
implement the grayscale transformation, mean image creation, gathered image generation. MATLAB
toolbox was used to extract the features using the CNNs and JSL classification using the MSVM and
MLP. The gathered image consisted of 108 x k@kspThe size of blocks was 6 (N) and 6 (M),
respectively. The size of filters of the first to third hidden layers were six, three and three, respectively.
The total numbers of first to third convolutional layers were 64, 64 and 192, respectiveblinthe po

layer employed the max pooling algorithm. The number of units for teefulection layer was 1,000.

The dropout rate Q was 50. The hidden layer of the MLP had 1,000 units. Training data sets were
selected 80% of the datasets randomly.

247

ng,

p
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wer e

subject. SubA to SubK ifable Irepresent subjects A to K, respectively. We confirmed that the mean
numbers of the sample images were diffeseatich JSL wor@nd for each subject athét the mean

numbers of the sample images were considerably variable.

Table 1.Meanand standard detion (S. D.) of the sample nhumber of each Japanese Sign Language in the case
of each subject.

SubA SubB SubC SubD SubE SubF SubG SubH Subl

Afternoon

Athenaeum

Could
you

Go
Greeting
Hope
Hospital
| see
Information
Morning
Night
Not care
Not sure
Place
Please

Say

Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.
Mean
S.D.

45.8
9.5
81.9
5.3
30.0
4.3
45.5
16.1
49.3
12.4
42.5
13.5
68.0
115
55.4
5.6
74.2
10.2
47.4
9.4
44.6
10.9
27.1
5.6
60.6
54
19.6
5.5
49.6
10.0
44.1
16.0

30.2
4.9
71.8
9.5
26.4
6.9
39.5
8.7
34.7
6.7
38.4
8.3
57.7
7.3
42.9
7.1
82.0
17.4
36.5
7.2
43.2
8.6
38.4
6.1
49.7
6.0
28.0
5.5
35.1
8.2
36.5
6.5

38.8
9.6
92.2
9.9
35.1
5.1
48.2
14.7
39.7
8.0
45.3
13.7
72.9
7.8
56.1
7.2
73.6
8.2
44.7
9.9
45.2
9.6
27.7
3.3
66.7
7.7
22.2
6.9
42.9
5.8
46.4
15.7

27.8
8.4
68.6
5.1
285
3.3
35.8
11.0
35.0
7.1
32.3
8.1
60.5
7.3
47.5
4.0
66.6
114
36.1
7.8
36.1
9.5
26.0
4.8
50.6
4.1
15.9
8.2
35.8
5.3
33.5
7.5

25.7
4.0
62.8
5.9
221
3.7
29.6
4.8
28.0
54
29.7
51
56.4
4.3
36.8
4.9
65.5
9.8
31.9
3.9
34.6
4.4
33.2
4.6
42.5
5.3
24.7
54
30.4
54
31.0
4.6

28.6
7.2
65.7
4.6
25.9
4.2
32.8
6.4
24.6
5.2
28.8
5.7
55.9
52
40.0
6.3
56.5
8.7
32.7
7.4
36.2
9.0
29.7
3.9
49.1
6.7
23.0
4.8
27.8
5.5
24.6
3.7

31.9
7.3
73.1
15.8
23.8
5.8
38.8
9.8
34.5
12.3
33.7
8.7
65.7
9.4
43.1
7.6
69.1
135
32.3
7.9
35.7
6.8
32.1
8.3
53.8
8.4
20.4
6.1
36.1
7.3
32.2
6.3

45.3
12.4
80.3
5.2
33.0
4.9
47.4
19.0
40.7
6.9
46.1
16.6
73.7
9.5
55.4
4.8
72.7
9.1
48.1
12.6
48.4
121
313
3.5
59.6
5.7
18.0
4.2
50.3
4.5
47.8
15.7

27.2
3.9
66.0
7.5
18.1
1.9
30.2
6.6
26.6
7.1
26.7
54
52.7
175
37.6
3.4
63.9
6.2
34.2
7.5
36.8
8.5
27.5
2.7
44.5
6.7
22.2
8.3
27.6
5.5
29.9
5.3

SubJ SubK
449 253
11.4 8.4
87.1 63.1
8.6 55
334 221
4.9 5.8
48.3 28.9
14.6 9.7
354 27.9
6.0 6.5
43.8 26.6
14.5 8.3
70.0 53.7
9.6 7.4
579 359
8.6 4.8
72.7 52.2
8.2 8.4
457 28.5
10.2 6.9
41.1 299
10.0 7.2
20.7 19.8
5.1 5.2
63.3 40.9
6.5 3.8
18.1 143
53 5.6
40.0 33.0
5.0 6.0
43.3 26.2
14.0 8.7
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SubA SubB SubC SubD SubE SubF SubG SubH Subl SubJ SubK
Mean 245 37.0 334 249 304 291 340 291 307 323 203
Tak  sp 44 73 34 29 63 34 66 30 35 51 63
Mean 595 443 597 490 404 394 509 574 454 622 405
Thanks  cp° 62 121 88 76 53 52 58 56 59 77 60
Mean 39.6 35.6 380 31.3 30.8 292 354 421 250 37.6 25.1
What g5 104 47 54 81 75 72 89 110 50 94 58
Mean 592 599 658 47.9 446 485 47.7 598 394 587 352

When

S.D. 5.6 11.4 6.7 4.3 6.1 6.8 8.1 6.4 7.4 6.9 2.8

The maxi mum and mini mum means of the sampl e i
subject C and 18.0 for Pplacep in the case of s
deviatonsofthe ampl e i mages were 9. 8ubpecPgeélpand tthe
the case of subjectTable 2showshe recognition accuracy (mean and standard deviation) for 20 JSL
words classification

Table 2.Recognitioraccuracy for 20 JSL words (mean and standardate)igb).

Mean S.D. T1 T2 T3 T4 T5 T6 T7 T8 T9 TI10

Diff MLP 58.6 43 554 56.6 53.0 619 61.0 558 588 555 67.6 603
(Prev.) MSVM 643 39 629 608 587 675 66.7 626 637 617 723 657
MLP 80.7 58 862 786 769 89.7 883 79.8 774 823 717 765
MSVM  89.3 29 923 880 866 945 931 889 872 882 87.0 875
MLP 88.8 31 886 935 871 90.0 894 89.6 901 828 856 91.7
MSVM 941 16 944 963 94.0 944 941 941 945 90.6 92.7 96.3

Mean

Pro.

Diff (Prev.) Mean, andPro. indicate the method girevious studid®9]n[31], the mean image
creation method, and the method of embedding information of the block having the maximum value of
difference between the mean image and the grayscale images for the gathered image creation,
respectively. In the previous method, the diffareralues of all blocks between target image and the
previous image, and next image, respectively. Information of target image and the block having the
maximum value of difference. The information on each block having the maximum value was embedded
in al blocks in an imagé-ig. 8. This previous method has often been employed to analyze security
footage with residual images that express human movéa®nts visualize sleemnditiors (e.g.,
sound sleep and bad sl€ggg), and to classify LI5L wordg31]. T indicates the trail number. We
confirmed that the maximum mean of the recognition accuracy wasu@hithe proposed method
and the MSVM classifier and that the minimum standardtitaviwas 1.6%The mean and the
standard deviation of the recognition accuracy using the previous method were 64.3% and 3.9%,
respectively, and the mean and standard deviation using mean image creg8%and 2.9%,
respectively.

difference from next image

(a) (b)
Fig. 8. Example of general gathered image generation. The general outline for calculating (a) the maximum
value calculation basedtba differencdrom the previous and next images and (b) the sample results.
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Fig. 9to Fig. 11 show thegenerated gathered images for each JSL word for each subject using the
previous method, mean image creation, and the proposed method, respectively.

Subject A SubjectB SubjectC SubjectD SubjectE SubjectF SubjectG SubjectH Subjectl Subject) SubjectK

gr A \?&fy A : podt ; \‘r PR o y
HPE { o ‘ “ s
L . E Y e i r A ! & J -
5 ‘ : ) N O 5

Afternoon
Athenaeum
Could you ‘
-~

Go
Greeting
Hope
Hospital
| see
Information i
Morning |
Night
Not care

Not sure |

: fu‘ (.

Place
Please
Say
Talk
Thanks
What

When

Fig. 9.Gathered image results for the general gathered image genae#timch (the previous method). The
created sample images for (a) each of the 20 JSL words for each subject and (b) a part of the created sample
images (afternoon, athenaeum, could you, go, and greeting).

In the previous method, the maximum difference fdr blbock was calculated. The information of
each block having the maximum difference was embedded in an image to generate the gathered image.
The gathered image expresses the most significant action in the hand motion of a JSL word because the
gathered inge comprises the block information that maalximumd i f f er enc e . PPl acef
downward motion from the top with the dominant
downward motion with the domi nantinfilorg of the face e n . P /
with the forefinger and middle finger of the do
front of the face with the forefinger and middl
of bending the forefinger o f both hands in front of oneodos f a
involves bending the forefingers of both hands
through a motion that shows the palm of the hand to the person one issaogvéth from the state
of showing the back of the dominant hand. The significant action for this sign is showing the palm of

the dominant hand. PGop in JSL is a motion whe.
the bottom to the front. The sidficant action for this sign is moving the forefinger of the dominant
[
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hand feward. We confirmethis in Fig. 8 andFig. 9b). PAt henaeump in JSL is ;
the hands from the state of pressimg lhands together and then forms a square with both hands. The
significant actions of dndnakingmaagearempwasdiffieultmfirdni ng
the opening hands motion in the gathered image. The mean and standard deviation wbtise pre

method were 65% or less and 3.5% or morh@sn inTable 2 Thesegesults suggest that the gathered
information in the gathered image becomes insufficient when the JSL word includes complex hand
motions, as in the casePfat henaeum, p and that the recognitio
previous method.

@)

(b)

Fig. 10. Gathered image results using the mean image creation method. The created sample images for (a) each
of the 20 JSL words for each subject and flayteof the created sample images (afternoon, athenaeum,
could you, go, and greeting).

In mean image creation, the gathered image expressed information of the hand motion of a JSL word
even though the gray value tbé hand motion information deterioratethe hand motions of
Pafternoon,p Pgreeting, pFigPLah. A bait ofythe bandimotoomsaf P g o p
Pat henaeumpig. idb) Teelgmywalueiofrihe area related to the hastion was too thin
because the number of sample images was too high. We cahitrtteeimean and standard deviation
were 85% or more and 3% or less, respectively. From these results, it is difficult to extract features using
CNNs when the number shmple images is too large and that it is easy to classify the JSL words when
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