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1. Introduction 

Class Imbalance problems are characterized by the presence of a class with a number of instances that 
are much smaller (minority class) and other classes with a much larger number of instances (majority 
class) [1]. This problem is a major problem in the classification process and has attracted the attention 
of researchers in the fields of data mining and machine learning [2] and also often encountered in various 
classification problems [3]. If we discuss the problem of an imbalance class, the main consequence is low 
accuracy in minority classes, namely a class with a number of instances that are much smaller than 
majority classes, which is a class with a much larger number of instances [4] and the results obtained 
tend to be majority class [5]. Besides that, it should be noted that the classification process is carried out 
assuming that the distribution of instances in each class is the same, so if there is a problem of the 
imbalance class it will result in important information in a minority class with a much smaller number 
of instances that cannot be obtained [6] and it is also necessary to pay attention to the misclassification 
of minority classes [7].  
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 Class Imbalance problems often occur in the classification process, the 
existence of these problems is characterized by the tendency of a class to 
have instances that are much larger than other classes. This problem 
certainly causes a tendency towards low accuracy in minority classes with 
smaller number of instances and also causes important information on 
minority classes not to be obtained. Various methods have been applied to 
overcome the problem of the imbalance class. One of them is the Hybrid 
Approach Redefinition method, one of the Hybrid Ensembles methods. 
The tendency to pay attention to the performance classifier has led to an 
understanding of the importance of selecting an instance that will be used 
as a classifier. In the classic Hybrid Approach Redefinition method classifier 
selection is done randomly using the Random Under Sampling approach,  
and it is interesting to study how performance is obtained if the sampling 
process is based on Cluster-Based by selecting existing instances. The 
purpose of this study is to apply the Hybrid Approach Redefinition method 
with Cluster-Based Instance Selection (CBIS) approach so that it can 
obtain a better performance classifier. The results showed that Hybrid 
Approach Redefinition with cluster-based instance selection gave better 
results on the number of classifiers, data diversity, and performance 
classifiers compared to classic Hybrid Approach Redefinition.  
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Research on class imbalance problems has always been an interesting topic, especially if it is related 
to the problem of classification and machine learning which is very interesting to the attention of many 
researchers at this time. One method that draws the attention of researchers in overcoming the problem 
of this imbalance class is the hybrid approach [8]. Another approach that is widely used is data-driven 
and algorithm-driven [9]. The data-driven and algorithm-driven approach to handling imbalance classes 
experience the main issue of losing important information and training data overfitting. As for the hybrid 
ensembles, is training time [10]. To reduce training time, the hybrid ensembles method in principle 
adopts the sampling principle, which is combined with boosting [11][12]. However, other aspects need 
to be considered in handling the imbalance class, which is related to the number of classifiers and data 
diversity [13]. Another Hybrid Ensembles method, Hybrid Approach Redefinition, is one of the Hybrid 
Ensembles approaches based on sampling and boosting [14]. This method has been tested quite well in 
handling imbalance classes with a good number of classifiers and data diversity. However, the 
performance classifier needs to be considered, especially when faced with a dataset with a large number 
of attributes [15].  

 Sampling method is one of the approaches in handling class imbalance. This process is done by 
generating a new dataset from a dataset that has an imbalance class where the new dataset has a better 
distribution balance between majority and minority classes [16]. In general, the sampling method can 
be divided into three groups: Under Sampling, Over Sampling, and Hybrid Methods. The Under 
Sampling method focuses on reducing samples from Majority Class, while the Over Sampling method 
focuses on adding samples from Minority Class [10]. In Under Sampling, the instance selection process 
will get better results compared to ones trained using the original dataset [17]. In connection with the 
selection of samples in Under Sampling, it is known that cluster-based sample selection will get better 
results than random sample selection [18]. Another problem arises when handling two-class imbalance, 
with Under Sampling which has a primary focus on the Majority Class, causing the instance selection 
process to experience constraints because basically the selected instance is designed to distinguish groups 
of samples in multiclass datasets, it is difficult to apply to samples that only exist in one class, namely 
majority class [19]. Cluster-Based Instance Selection (CBIS) approach combines the Under Sampling 
method with the Instance Selection where the process instance selection will increase the ability of 
Under Sampling to Majority Class [20]. 

However, if handling imbalance classes only focus on the Majority Class, it will result in poor data 
diversity. At the same time, handling class imbalance is expected to use a small number of classifiers and 
obtain good data diversity [13]. Hybrid Approach Redefinition (HAR) Method offers handling class 
imbalance by using a small number of classifiers and good data diversity because handling focuses on the 
majority class and the minority class [14]. The Cluster-Based Instance Selection method is very 
interesting to be integrated with the Hybrid Approach Redefinition (HAR) Method. Especially in the 
process of Different Contribution Sampling using the Biased Support Vector Machine in the Majority 
Class [11]. Hybrid Approach Redefinition (HAR) Method with Cluster-Based Instance Selection is 
expected to obtain a smaller number of classifiers and better data diversity than the Classic Hybrid 
Approach Redefinition (HAR) Method. 

Basically, the classification is based on the selection and placement of existing instances based on a 
number of existing classifiers [21]. This situation is the main thing that needs to be considered when 
dealing with the imbalanced class problem in a dataset with many attributes. Therefore, developing a 
Cluster-Based Instance Selection (CBIS) approach, which is an Under Sampling method, is stated to 
help well in the sampling process when there is a dataset with a large number of attributes [20]. The 
characteristics of clustering analysis with instance selection will complement each other in the Under 
Sampling process for majority classes. The performance classifier commonly used in research on the 
imbalance class is the measurement of Sensitivity, Specificity, F-Measure, and G-Mean [22]. Based on 
a number of previous studies, this study will discuss the application of the Hybrid Approach Redefinition 
method with the Cluster-Based Instance Selection (CBIS) approach in handling imbalance class 
problems so that a better performance classifier can be obtained, especially when compared to the Hybrid 
Approach Redefinition classic. 
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The rest of the paper is structured as follows. Section II presents the research method. Section III 
provides an experimental process using Hybrid Approach Redefinition with Cluster-Based Instance 
Selection and Hybrid Approach Redefinition Classic. The experimental process and dataset used are 
presented in Section IV with the results. Finally, Section V concludes the paper and gives 
recommendations for future works. 

2. Method 

 The study was conducted to test the number of classifiers, data diversity, and performance 
classifier. Performance classifiers are measured based on sensitivity, specificity, F-Measure, and G-Means. 
In this study a comparison between Hybrid Approach Redefinition and Cluster-Based Instance Selection 
(CBIS) will be carried out with classic Hybrid Approach Redefinition. The process will begin with 
preprocessing stages, processing stages, and evaluation stages. The experimental process in this study 
will be carried out using datasets sourced from the KEEL Dataset Repository using datasets with many 
attributes [23]. 

2.1. Preprocessing Stage 

This preprocessing stage will carry out the process of selecting instances that will be used as classifiers 
using the Cluster-Based Instance Selection (CBIS) Method and the SMOTEBoost Method. There is a 
slight difference with Hybrid Approach Redefinition classic, which uses Random Under Sampling and 
SMOTEBoost methods. The preprocessing stages in the Hybrid Approach Redefinition with CBIS can 
be seen in Fig. 1. 

 

Fig. 1.  Preprocessing Stage 
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In Fig. 1 can be seen that if the clustering results indicate the existence of an imbalance class problem, 
which is characterized by the existence of certain classes with a large number of instances (majority class) 
and the presence of classes with a small number of instances (minority class). A clustering analysis and 
instance selection process will be carried out in most classes. Clustering analysis will be conducted to 
group instances in majority classes where each instance belongs to a specific cluster, called a subclass of 
the majority class. Then, every instance that exists will associate with a new class label to generate a new 
majority class. The next stage will be the process of instance selection using SMOTEBoost, where this 
process is intended to measure the size of the classifier to produce a reduced majority class. Then the 
results will be transformed and recombined into a reduced subset of the majority class based on class 
label information. While the Minority class will undergo a cluster analysis stage for grouping instances 
that exist in minority classes and then will undergo the process of instance selection, the results will be 
combined with a reduced subset of the majority class to become a preprocessing dataset. 

2.2. Processing Stage 

The processing stage will be carried out using Biased Support Vector Machine. The Biased Support 
Vector Machine process will produce Support Vector Sets (SV Sets) and Non-Support Vector Sets (NSV 
Sets) for both majority class and minority class. For NSV Sets in Majority Class under sampling process 
will be carried out using Cluster-Based Instance Selection, while for SV Sets in Minority Class, instance 
selection will be processed using SMOTEBoost. The processing stages can be seen in Fig. 2. 

 

Fig. 2.  Processing Stage 
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Preprocessing datasets originating from preprocessing stages will be classified using Biased Support 
Vector Machine to SV Sets and NSV Sets for Majority Class and Minority Class (Fig. 2). In the next 
process, the noise in the SV Sets Majority Class will be removed and then combined with the NSV Sets 
Majority Class which has undergone a sampling process using CBIS to become New Negative Sample 
Sets. In comparison, NSV Sets in the minority class will be combined with SV Sets in the majority class 
whose number has been removed and has undergone an instance selection process by using 
SMOTEBoost to become New Positive Sample Sets. The Result dataset will be both New Negative 
Sample Sets and New Positive Sample Sets. 

2.3. Evaluation Stage 

The evaluation stage is intended to compare the results obtained between Hybrid Approach 
Redefinition with Cluster-Based Instance Selection (CBIS) and classic Hybrid Approach Redefinition. 
Evaluation is done by looking at a number of parameters such as the number of classifiers, diversity data, 
and performance classifiers. The evaluation stages can be seen in Fig. 3. 

 

Fig. 3.  Evaluation Stage 

 Based on Fig. 3, it can be seen that the processing dataset will measure the number of classifiers, 
data diversity, and performance classifier. The results are expected to illustrate the performance of 
handling the class imbalance between the results obtained by the Hybrid Approach Redefinition with 
Cluster-Based Instance Selection compared with classic Hybrid Approach Redefinition. 

2.4. Under Sampling with Cluster-Based Instance Selection 

The pseudocode of the Under Sampling process with Cluster-Based Instance Selection [20] shows 
as in Fig. 4. If there are problems with imbalance class, based on the CBIS method, cluster analysis and 
division will be carried out into several clusters in the majority class. Where will be given a specific class 
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label such as a class ID for each cluster that exists. Then the next step is to determine the instance of 
the majority class into the existing cluster. Then after that, an instance selection process will be carried 
out using the SMOTEBoost method. The process of this instance selection will produce an instance 
that has the best closeness with the majority class. After going through the process, a reduced subset 
that will undergo a noisy removal process produces S_Nonnoisy, an instance selected as majority class. 

1:   𝐿𝑒𝑡 𝑆 = 𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝐶𝑙𝑎𝑠𝑠 

2:   𝐷𝑒𝑙𝑒𝑡𝑒 𝑛𝑐𝑜𝑙(𝑆) 𝑎𝑠 𝑡ℎ𝑒 𝑐𝑙𝑎𝑠𝑠 𝑙𝑎𝑏𝑒𝑙 𝑜𝑓 𝑆 

3:   𝐸𝑥𝑒𝑐𝑢𝑡𝑒 𝑆 𝑡𝑜 𝑜𝑏𝑡𝑎𝑖𝑛 𝑡ℎ𝑒 𝑐𝑙𝑢𝑠𝑒𝑟𝑖𝑛𝑔 𝑙𝑖𝑠𝑡 𝑛𝑎𝑚𝑒𝑑 𝐴𝑃 

4:   𝐴𝑙𝑙𝑜𝑐𝑎𝑡𝑒 𝑒𝑎𝑐ℎ 𝑟𝑒𝑐𝑜𝑟𝑑 𝑜𝑓 𝑆 𝑡𝑜 𝑆𝑖𝑧𝑒 (𝐴𝑃)𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠 

5:   𝐹𝑜𝑟 (𝑖 = 1; 𝑖 ≤ 𝑠𝑖𝑧𝑒 (𝐴𝑃); 𝑖 + +) 

6:   { 

7:       𝐹𝑜𝑟 (𝑗 = 1; 𝑗 ≤ 𝑠𝑖𝑧𝑒 (𝐴𝑃[𝑖]); 𝑗 + +) 

8:       { 

9:           𝑉𝑎𝑙𝑢𝑒 = 𝐴𝑃[𝑖][𝑗] 

10:         𝑆[𝑉𝑎𝑙𝑢𝑒, 𝑛𝑐𝑜𝑙(𝑆)] = 𝑖 

11:     } 

12:  } 

13:  𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒 𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑂𝑣𝑒𝑟 𝑆 𝑡𝑜 𝑃𝑟𝑜𝑑𝑢𝑐𝑒 𝑆𝑢𝑣𝑠𝑒𝑡𝑠 𝑆𝑁𝑜𝑖𝑠𝑦𝑎𝑛𝑑 𝑆𝑁𝑜𝑛𝑁𝑜𝑖𝑠𝑦 

14:  𝑅𝑒𝑝𝑙𝑎𝑐𝑒 𝑛𝑐𝑜𝑙(𝑆) 𝑜𝑓 𝑎𝑙𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑠 𝑖𝑛 𝑆𝑛𝑜𝑛𝑛𝑜𝑖𝑠𝑦𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝐶𝑙𝑎𝑠𝑠 

15:  𝐿𝑒𝑡 𝑅𝑅 = 𝑛𝑟𝑜𝑤 (𝑆𝑁𝑜𝑖𝑠𝑦)/𝑛𝑟𝑜𝑤(𝑆) 

16:  𝑅𝑒𝑡𝑢𝑟𝑛 𝑆𝑁𝑜𝑖𝑠𝑦𝑎𝑛𝑑 𝑅𝑅 

Fig. 4. The pseudocode of the Under Sampling process with Cluster-Based Instance Selection 

2.5. Hybrid Approach Redefinition with Cluster-Based Instance Selection 

 In the pseudocode of the Hybrid Approach Redefinition with Cluster-Based Instance Selection 
[20][24][25] can be seen if the classification results indicate a class imbalance problem (Fig. 5). The 
preprocessing stage begins with CBIS, which performs cluster analysis. At this stage, most classes will 
be divided into a number of specific clusters. Each existing instance is inserted into a particular cluster-
specific so that each instance will be associated with a particular label class.  

 The formation of the New Majority Class will be based on the existing class label information. 
The next step is to process an instance selection using SMOTE, which will be done based on the 
generation of random numbers to move a number of instances from the majority class to the minority 
class. This is based on the level of closeness of the existing instance to the minority class. After this 
process is done, the results will be combined with the existing minority class to form a preprocessing 
dataset denoted by D '.  

 The next process will go into the processing stage, which will involve the Biased Support Vector 
Machine method, which will group both majority and minority classes into 2 (two) groups: SV Sets and 
NSV Sets. First, noise cleaning will be done on the SV Sets Majority Class and NSV Minority Class 
Sets. The next step is NSV Sets for majority classes to undergo a CBIS sampling process, which is then 
followed by the process of instance selection on the NSV Minority Class by using SMOTEBoost. This 
process will produce a New Majority Class and New Minority Class, which will then be combined to 
form the Result dataset. 
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1:  𝐼𝑛𝑝𝑢𝑡:  𝑇𝑜𝑡𝑎𝑙 𝑆𝑖𝑧𝑒 𝑡𝑜𝑡𝑎𝑙𝑆𝑖𝑧𝑒, 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑆𝑁 , 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦 𝑆𝑃 

2:  𝑡𝑜𝑡𝑎𝑙𝑆𝑖𝑧𝑒 ← |𝑆| 

3:  𝑆𝑁 = {(𝑥𝑖 , 𝑦𝑖) ∈ 𝑆|𝑦𝑖 = −1} 

4:  𝑆𝑃 = {(𝑥𝑖 , 𝑦𝑖) ∈ 𝑆|𝑦𝑖 = +1} 

5:  𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑆𝑖𝑧𝑒 ← |𝑆𝑁| 

6:  𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦𝑆𝑖𝑧𝑒 ← |𝑆𝑃| 

7:  𝑷𝒓𝒆𝒑𝒓𝒐𝒄𝒆𝒔𝒔𝒊𝒏𝒈 𝑺𝒕𝒂𝒈𝒆: 

8:  𝐸𝑥𝑒𝑐𝑢𝑡𝑒 𝑆𝑁 𝑡𝑜 𝑜𝑏𝑡𝑎𝑖𝑛 𝑡ℎ𝑒 𝑐𝑙𝑢𝑠𝑒𝑟𝑖𝑛𝑔 𝑙𝑖𝑠𝑡 𝑛𝑎𝑚𝑒𝑑 𝐴𝑃 

9:  𝐴𝑙𝑙𝑜𝑐𝑎𝑡𝑒 𝑒𝑎𝑐ℎ 𝑟𝑒𝑐𝑜𝑟𝑑 𝑜𝑓 𝑆𝑁 𝑡𝑜 𝑆𝑖𝑧𝑒 (𝐴𝑃)𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠 

10:   𝐹𝑜𝑟 (𝑖 = 1; 𝑖 ≤ 𝑠𝑖𝑧𝑒 (𝐴𝑃); 𝑖 + +) 

11: { 

12:    𝐹𝑜𝑟 (𝑗 = 1; 𝑗 ≤ 𝑠𝑖𝑧𝑒 (𝐴𝑃[𝑖]); 𝑗 + +) 

13:    { 

14:       𝑉𝑎𝑙𝑢𝑒 = 𝐴𝑃[𝑖][𝑗] 

15:       𝑆[𝑉𝑎𝑙𝑢𝑒, 𝑛𝑐𝑜𝑙(𝑆)] = 𝑖 

16:    } 

17: } 

18: 𝑘 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑁𝑒𝑎𝑟𝑒𝑠𝑡 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 

19: 𝑛𝑢𝑚𝑎𝑡𝑡𝑟𝑠 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 

20: 𝑆𝑎𝑚𝑝𝑙𝑒[ ][ ]: 𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦 𝐶𝑙𝑎𝑠𝑠 𝑆𝑎𝑚𝑝𝑙𝑒 

21: 𝐷𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑅𝑒𝑑𝑢𝑐𝑒𝑑 = 𝐴𝑟𝑟𝑎𝑦 𝑜𝑓 𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦 

22: 𝐷𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦 = 𝐴𝑟𝑟𝑎𝑦 𝑜𝑓 𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦 

23:  𝐹𝑜𝑟 (𝑖 = 1; 𝑖 ≤ 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑆𝑖𝑧𝑒; 𝑖 + +) 

24:  { 

25:     𝐶𝑜𝑚𝑝𝑢𝑡𝑒 𝑘 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 

26:     𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑒 (𝑁, 𝑖, 𝑛𝑛𝑎𝑟𝑟𝑎𝑦) 

27:  } 

28:  𝑊ℎ𝑖𝑙𝑒 𝑁 ≠ 0 do 

29:  { 
30:     𝑓𝑜𝑟 (𝑖 = 1; 𝑖 ≤ 𝑛𝑢𝑚𝑎𝑡𝑡𝑟𝑠; 𝑖 + +) 

31:     { 

32:         𝑑𝑖𝑓[𝑖] = 𝑠𝑎𝑚𝑝𝑙𝑒[𝑛𝑛𝑎𝑟𝑟𝑎𝑦[𝑖][𝑎𝑡𝑡𝑟] − 𝑠𝑎𝑚𝑝𝑙𝑒[𝑖][𝑎𝑡𝑡𝑟]   

33:     } 

34:  } 

35:  𝐹𝑜𝑟 (𝑖 = 1; 𝑖 ≤ 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑆𝑖𝑧𝑒; 𝑖 + +) 

36:  { 

37:     𝑆𝑜𝑟𝑡 𝑠𝑎𝑚𝑝𝑙𝑒[𝑖][𝑎𝑡𝑡𝑟]𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑡𝑜 𝑑𝑖𝑓[𝑖] 

38:  } 

39:  𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑆𝑖𝑧𝑒𝑟𝑒𝑑𝑢𝑐𝑒𝑑 = 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 1 𝑡𝑜 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑆𝑖𝑧𝑒 

40: 𝐹𝑜𝑟 (𝑖 = 1; 𝑖 ≤ 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑆𝑖𝑧𝑒 ; 𝑖 + +) 

41: { 

42:    𝑖𝑓 𝑖 ≤  𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑆𝑖𝑧𝑒𝑟𝑒𝑑𝑢𝑐𝑒𝑑  

43:          𝐷𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑅𝑒𝑑𝑢𝑐𝑒𝑑[𝑖][𝑎𝑡𝑡𝑟] = 𝑠𝑎𝑚𝑝𝑙𝑒[𝑖][𝑎𝑡𝑡𝑟] 

44:    𝑒𝑙𝑠𝑒 

45:         𝐷𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦[𝑖][𝑎𝑡𝑡𝑟] = 𝑠𝑎𝑚𝑝𝑙𝑒[𝑖][𝑎𝑡𝑡𝑟] 

46:  𝐶𝑜𝑚𝑏𝑖𝑛𝑒 𝐷𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑅𝑒𝑑𝑢𝑐𝑒𝑑  𝑤𝑖𝑡ℎ 𝐷𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦  𝑏𝑒𝑐𝑜𝑚𝑒 𝐷′ 

47:  𝑷𝒓𝒐𝒄𝒆𝒔𝒔𝒊𝒏𝒈 𝑺𝒕𝒂𝒈𝒆: 

48:  𝑇 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 

49:  𝑓𝑜𝑟(𝑖 = 1; 𝑖 ≤ 𝑇; 𝑖 + +) 

50:  { 

51:     𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦𝑖𝑛𝑔 𝐷′𝑢𝑠𝑖𝑛𝑔 𝐵 − 𝑆𝑉𝑀 

52:     𝐼𝑑𝑒𝑛𝑡𝑖𝑓𝑦𝑖𝑛𝑔 𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝐶𝑙𝑎𝑠𝑠 

53:     𝐼𝑑𝑒𝑛𝑡𝑖𝑓𝑦𝑖𝑛𝑔 𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦 𝐶𝑙𝑎𝑠𝑠 

54:     𝑊ℎ𝑖𝑙𝑒 (! 𝑒𝑛𝑑𝑂𝑓𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝐶𝑙𝑎𝑠𝑠) 𝑑𝑜  

55:      { 

56:        𝑁𝑒𝑤𝑆𝑉𝑆𝑒𝑡𝑠 ← 𝐷𝑒𝑙𝑒𝑡𝑖𝑛𝑔 𝑁𝑜𝑖𝑠𝑒 𝑜𝑓 𝑆𝑉𝑆𝑒𝑡𝑠 

57:        𝑁𝑒𝑤𝑁𝑆𝑉𝑆𝑒𝑡𝑠 ← 𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑁𝑆𝑉𝑆𝑒𝑡𝑠 𝑢𝑠𝑖𝑛𝑔 𝐶𝐵𝐼𝑆 

58:       } 

59:     𝑊ℎ𝑖𝑙𝑒 (! 𝑒𝑛𝑑𝑂𝑓𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦𝐶𝑙𝑎𝑠𝑠) 𝑑𝑜  

60:      {  

61:        𝑁𝑒𝑤𝑆𝑉𝑆𝑒𝑡𝑠 ← 𝐷𝑒𝑙𝑒𝑡𝑖𝑛𝑔 𝑁𝑜𝑖𝑠𝑒 𝑜𝑓 𝑆𝑉𝑆𝑒𝑡𝑠 𝑎𝑛𝑑 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒 𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑢𝑠𝑖𝑛𝑔 𝑆𝑀𝑂𝑇𝐸 

62:       } 

63:   } 

64:   𝑅𝑒𝑠𝑢𝑙𝑡 𝐷𝑎𝑡𝑎𝑠𝑒𝑡 

 

Fig. 5.  Pseudocode of the Hybrid Approach Redefinition with Cluster-Based Instance Selection 
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2.6. Data Diversity 

Data diversity is intended to measure the performance of a classifier, especially in situations where 
misclassification occurs. Misclassification is an unavoidable thing in handling imbalance classes. 
However, on the other hand, a small amount of misclassification is not necessarily good because when 
faced with a situation where the number of instances in a minority class is very small, it is easy to group 
all instances into majority classes. Therefore, good diversity data shows that misclassification does not 
only occur in one class; if there is misclassification, it should also be covered by merging with another 
classifier [26][27]. 

Suppose that Z= {𝑧1, . . . , 𝑧𝑛} which is a dataset that is in the decision region ℜ𝑛, so that 𝑧𝑗 ∈  ℜ𝑛 it 

is an instance involved in the classification problem. Then the output of the classifier 𝐷𝑖 as a classifier 
paired comparison matrix (relationship pairwise classifier) can be seen in Table 1. 

Table 1.  Relationship Pairwise Classifier Matrix 

 Dk Correct (1) Dk Wrong (0) 

Di Correct (1) N11 N10 

Di Wrong (0) N01 N10 

 

Diversity data can be calculated using Q-Statistics [28] as in (1). 

𝑄𝑖, 𝑘 =
N11N00−N01N10

N11N00+N01N10  () 

2.7. Classifier Performance 

On Binary Class issues, positive samples refer to minority class, and negative samples refer to majority 
class. For the general classification results, the classification results can be grouped into 4 (four) groups, 
namely: True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN), and can 
be presented in the Confusion Matrix as can be seen in Table 2 [29]. 

Table 2.  Confusion Matrix for A Binary Class Problem 

  Predicted (Classified) as 

  Positive Class Negative 

Actually  

(Really is) 

Positive Samples True Positive (TP) False Negative (FN) 

Negative Samples False Positive (FP) True Negative (TN) 

 

For the measurement of performance classifier based on the confusion matrix, which can be seen in 
Table 2, the measurement is done based on several things as follows: 1) True Positive (TP) states the 
number of positive samples classified correctly as positive; 2) True Negative (TN) states the number of 
negative samples classified correctly as negative; 3) False Positive (FP) states the number of negative 
samples is classified incorrectly as positive; 4) False Negative (FN) states the number of positive samples 
classified incorrectly as negative. 

 The classifier performance that can be measured based on the confusion matrix [29] is: 

1) Sensitivity states the ability of the classifier to identify positive samples correctly. The best value for 
sensitivity is 1 and the lowest value is 0. The sensitivity can be measured using (2). 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  () 

2) Specificity states the ability of the classifier to identify the negative sample correctly. The best value 
for specificity is 1 and the lowest value is 0. The specificity can be measured using (3). 
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  () 

3) F-Measure usually refers to the harmonious average value between Precision and Recall. Precision 
states how well the classifier avoids the misclassification of the negative class as a positive class, and 
recall states how well the classifier classifies the positive class 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  () 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  () 

 𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2RP

R+P
                       () 

4) G-Mean states the classifier's ability to balance the accuracy of the classification on positive and 
negative samples.  

𝐺 − 𝑀𝑒𝑎𝑛 = √𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 .  𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦                   () 

3. Result and Discussion  

3.1. Dataset Description 

The dataset used in this research are Page-Blocks, Vowel, and Vehicle1. The description of the dataset 
can be seen in Table 3. The dataset selected is a dataset with a large number of attributes. In general, 
the datasets represent the number of instances that vary: small, medium and large and also with small, 
medium, and large imbalance ratios. 

Table 3.  Dataset Description 

Dataset #Ex #Atts (%Min;%Max) IR 
Page-Blocks 5472 10 (10.23,89.77) 8.77 

Vowel 988 13 (9.01,90.99) 10.10 

Vehicle1 846 18 (28.37,71.63) 2.52 

 

3.2. Testing 

Tests will be conducted to obtain a performance picture of the Hybrid Approach Redefinition 
method with Cluster-Based Instance Selection and Classic Hybrid Approach Redefinition, especially in 
terms of the number of classifiers, diversity data, and also the performance classifier. The test will be 
carried out ten times for each method. The test results for the number of classifier and diversity data can 
be seen in Table 4.  

Table 4.  Testing Result for Number of Classifier and Data Diversity of Each Method 

Dataset 
Hybrid Approach Redefinition 

Hybrid Approach Redefinition with 

Cluster-Based Instance Selection 

Number of 

Classifier 
Data Diversity 

Number of 

Classifier 
Data Diversity 

Page-Blocks 517.1 0.916 512 0.878 
Vowel 214.1 0.264 207.2 0.259 

Vehicle1 207.1 0.615 206 0.595 

 

For classifiers and data diversity, Hybrid Approach Redefinition with Cluster-Based Instance 
Selection can provide better results than the classic Hybrid Approach Redefinition; however, if it is seen 
that diversity data for Page-Blocks in both methods is still not good. Classic Hybrid Approach 
Redefinition gives results of 0.916, and Hybrid Approach Redefinition with Cluster-Based Instance 
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Selection gives a result of 0.878. Even though Hybrid Approach Redefinition with Cluster-Based 
Instance Selection still provides better results than Hybrid Approach Redefinition, the results obtained 
should be better. However, the data diversity results are quite good for a few instances.  

The measurement results for the performance classifier based on sensitivity, specificity, F-Measure, 
and G-Mean can be seen in Table 5. In general, the performance classifier measurements show that 
Hybrid Approach Redefinition with Cluster-Based Instance Selection gives better results compared to 
classic Hybrid Approach Redefinition. Measurements for sensitivity, specificity, and F-Measure tend to 
show Hybrid Approach Redefinition with Cluster-Based Instance Selection to give better results. 
Whereas for the G-Mean, the results obtained are not much different, and for the Dataset and Vehicle1, 
the results given by the two methods are the same. The measurement for G-Mean given by both methods 
is good, and this means that the balance of predictive accuracy for the majority and minority classes is 
quite good. 

Table 5.  Testing Result for Sensitivity, Specificity, F-Measure, and G-Mean of Each Method 

Dataset 

Hybrid Approach Redefinition 
Hybrid Approach Redefinition with 

Cluster-Based Instance Selection 

Sensitivity Specificity 
F-

Measure 

G-

Mean 
Sensitivity Specificity 

F-

Measure 

G-

Mean 

Page-Blocks 0.521 0.918 0.542 0.691 0.542 0.921 0.567 0.71 

Vowel 0.537 0.763 0.632 0.64 0.529 0.771 0.651 0.64 

Vehicle1 0.467 0.496 0.64 0.481 0.471 0.492 0.701 0.481 
 

Based on a series of tests in terms of the number of classifiers, Hybrid Approach Redefinition with 
Cluster-Based Instance Selection can reduce the number of classifiers, but not too much different. This 
is because classic Hybrid Approach Redefinition, in general, has been able to overcome the problem of 
the imbalance class with a very good number of classifiers. The sampling process in classic Hybrid 
Approach Redefinition that uses Random Under Sampling gives only slightly worse results than under 
sampling using Cluster-Based Instance Selection. However, what needs to be paid attention to is the 
data diversity. There is a tendency that the two methods have not been very effective in the dataset with 
a large number of instances. This means that there is a tendency for misclassification to occur in only 
one classifier group. This might be overcome by selecting a more appropriate instance selection method. 
Soleymani et al. [30] stated that SMOTEBoost tends to have weaknesses in providing good data diversity. 
The measurement results for sensitivity, specificity, F-Measure, and G-Mean given are very good. So 
there is no concern that there is a high number of misclassification in the minority class and majority 
class. A good accuracy balance is shown in the G-Mean value, which tends to be the same in the Hybrid 
Approach Redefinition with Cluster-Based Instance Selection and Classic Hybrid Approach 
Redefinition. 

This study shows that the Hybrid Approach Redefinition with Cluster-Based Instance Selection 
provides better results than the classic Hybrid Approach Redefinition, both for the number of classifiers, 
diversity data, and performance classifiers. Future research is expected to focus on the problem of data 
diversity, especially for datasets with a large number of instances. 

4. Conclusion 

The study implemented Hybrid Approach Redefinition with Cluster-Based Instance Selection in 
handling class imbalance problem. The results showed that Hybrid Approach Redefinition with cluster-
based instance selection gave better results on the number of classifiers, data diversity, and performance 
classifiers compared to classic Hybrid Approach Redefinition. This research discusses handling class 
imbalance for two-class imbalance problems, and future research can develop this method to handle 
Multiclass imbalance problems. 
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