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ABSTRACT

Currently, there are a large number of hotel reviews on the Internet that
need to be evaluated to turn the data into practicable information. Deep
learning has excellent capabilities for recognizing this type of data. With
the advances in deep learning paradigms, many algorithms have been
developed that can be used in sentiment analysis tasks. In this study, we
aim to compare the performance of classical machine learning algorithms—
logistic regression (LR), naive Bayes (NB), and support vector machine
(SVM) using the Word2Vec model in conjunction with deep learning
algorithms such as a convolutional neural network (CNN) to classify hotel
reviews on the Traveloka website into positive or negative classes. Both
learning methods apply hyperparameter tuning to determine the
parameters that produce the best model. Furthermore, the Word2Vec
model parameters use the skip-gram model, hierarchical softmax

evaluation, and the value of 100 vector dimensions. The highest average
accuracy obtained was 98.08% by using the CNN with a dropout of 0.2,
Tanh as convolution activation, softmax as output activation, and Adam as
the optimizer. The findings from the study demonstrate that the
integration of the Word2Vec model and the CNN model obtains
significantly better accuracy than other classical machine learning methods.

1. Introduction

The rapid evolution of the Internet and information technology has resulted in extensive advances in
e-commerce platforms such as online travel agencies (OTAs). Traveloka is an OTA that specializes in
hotel reservations, airline tickets, train tickets, and other complementary services. Furthermore,
Traveloka enables users to rate and review the services they have booked through the site. The reviews
can be used as an indicator of the quality of services and a source of information for the service provider
[1], [2]. However, a large number of reviews make analysis difficult for service providers. Therefore,
sentiment analysis is required to process the data and analyze existing reviews to classify them into
positive and negative reviews automatically.

Sentiment analysis is a technique that examines user thoughts expressed through various media,
including print media, social media, blogs, and websites, to determine user satisfaction and their
perception of an issue [3]. Sentiment analysis of reviews is used in various contexts, such as product
reviews [4], mobile applications [5], films [6], travel destinations [7], restaurants [8], and hotels.
Sentiment analysis is performed at tiered levels, namely document-level [9]-[11], sentence-level [12]—
[14], and aspect-level [15]-[17]. The document-level analysis provides the benefits of presenting a
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comprehensive polarity and evaluating a larger amount of material [18]. As a result, we investigate the
sentiment analysis model of hotel reviews at the document level.

Most sentiment analysis studies use English as the target language. However, as Indonesian and
English have different syntax, it is important to understand how utilizing Indonesian in hotel reviews
affects the reader. There have been numerous studies on sentiment analysis of texts in the Indonesian
language. The majority of these studies use classical machine learning techniques such as naive bayes
(NB) [13][19]-[21], logistic regression (LR) [19], k-nearest neighbors (KNN) [20], maximum entropy
(MaxEnt) [21], and support vector machine (SVM) [19]-[21]. The NB model outperformed KNN and
SVM in the personality classification task conducted by [20]. However, by applying the synthetic
minority oversampling technique (SMOTE) in each class, LR was transformed into a superior model
with a g-mean score of 81.65% [19]. SMOTE can overcome unequal-dataset problems. Moreover, it is
challenging to choose a specific feature extraction to include in a given model using classical machine-
learning methods. The model generates imperfect results if features are missing or incomplete and causes
problems if there are too many features [11].

While deep learning generally performs appropriately for a large set of data, it is not effective when
the dataset is small. A CNN was used as the deep learning approach in sentiment analysis of the
Indonesian language [22], [23]. In comparison to long short-term memory (LSTM), gated recurrent
unit (GRU), and recurrent neural network (RNN) algorithms, the CNN model can locate important
features from the varied meanings of the word and has a faster computing time [24].

When examining an object's properties, unique attributes that can be referred to as features are given.
Both classical and deep learning methods are unable to analyze input data in the form of text or strings,
necessitating the use of numbers as inputs [11]. If the received object is a string or text, feature extraction
is required to turn the text into vectors that represent a word, especially in the word embedding process.

Word2Vec is an alternative method for generating vector spaces from a corpus. One of the most
significant advantages of the Word2Vec model is that it represents characteristics as dense vectors rather
than sparse ones that allow it to overcome the problem of synonyms and homonyms, which is common
in natural language processing problems [25]. Based on research conducted by [25], for Indonesian
reviews, the Word2Vec model for sentiment analysis of hotel reviews shows the best accuracy in the
skip-gram model architecture, hierarchical softmax for evaluation methods, and a value of 100 for vector
dimensions. Therefore, based on previous research, this study aims to validate the efficacy of a CNN
when compared to classical machine learning algorithms, such as LR, NB, and SVM, using the
Word2Vec model.

2. Method

This study is divided into five fundamental processes: data collection, preprocessing, word
embedding, classification model generation, and performance evaluation. The process of classification
model generation uses several classical machine learning and deep learning methods. The research
methodology used in this study is shown in Fig. 1.

2.1. Data Collection

The data used in this study were obtained from the hotel review data of the Traveloka website.
Reviews of hotels in several cities were crawled using Scrapy (https://scrapy.org) and Selenium
(https://selenium-python.readthedocs.io) libraries, and over 2500 hotel reviews of such crawled data
were used in this study. These data were then manually labeled as positive and negative reviews, with a
total of 1250 for each label. Data labeling is determined by considering the composition of positive and
negative words in the review based on the document level. Some examples of labeled data are listed in

Table 1.
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Fig. 1. Research Methodology

Table 1. Examples of labeled data

Review Label
The bed and pillows stink Neoative
(“Tempat tidur dan bantalnya bau”) 5
WiFi and hot water are off, even though the conditions there are very cold Neeative
(“WiFi dan air panas mati, padahal kondisi disana sangat dingin”) 5
The atmosphere is cool, the facilities are ok, thank you, next time I will definitely come here again .
« " 1w Positive
(“Suasananya adem, fasilitas ok, thanks ya, next pasti kesini lagi”)
The service is okay, the view is ok, the rooms are ok, the location is a bit inside so prepare for
food, especially if you bring children .
Positive

(“Pelayanan oke, view ok, kamar ok, lokasi agak masuk ke dalam jadi persiapkan makanan apalagi klo
membawa anak-anak”)

2.2 Preprocessing

Preprocessing is the cleaning and preparation of the text for analysis [26]. Preprocessing in this study
comprises case folding, tokenization, stop-word removal, stemming, and padding.

a. Case folding is used to uniformize all of the text into a lowercase form to make processing easier
[27]. In this study, the procedure used for converting all characters into lowercase letters is well-
structured and straightforward. There are no unstructured words or sentences that contain a mixture
of lowercase and uppercase characters.

b. The tokenization process eliminates punctuation, tags, emoticons, and numbers from each sentence
to produce an array of words. Dots (.), commas (,), special characters (!), etc., are used to remove
punctuation. While emoticons are included as symbols, numbers are removed, and each sentence is
segmented into an array of words that are then stored.

c. Stop-word removal is a process used to remove words that appear frequently but do not have a specific
meaning [28]. The stop-word dictionary was stored in a flat-file with an extension (.txt) during the
removal process. The list of words was obtained from https://github.com/stopwordsiso/stopwords-
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id. The stop-words dictionary in this application is adapted to the needs of the system while
extracting information so that the information extraction process runs optimally.

d. Stemming is the process of removing affixes to obtain a basic word. For example, the words 'offered’,
‘offering’, and 'offer' will change to the basic form of 'ofter’ after going through the stemming process.
In this study, a literature stemmer was used.

e. The padding process adds the word "<PAD />" to all documents whose length is less than the
maximum length of the longest document in the array of stemming results. The addition of the word
"</ PAD>" ensures that all documents to be processed have the same length and facilitate the next
process.

2.3 Word Embedding Using Word2Vec Model

To produce a bag of words (BoW), the repository is converted into a vector shape. To convert the
bag of word representations into vectors, the Word2Vec model is used. This study uses the best
Word2Vec model based on the research performed by [25] using the following parameters: the skip-
gram architecture model, the hierarchical softmax evaluation method, and 100 vector dimensions.

2.4 Classification Model Generation

In this study, several classical machine learning and deep learning methods were applied. The classical
machine learning methods used were Logistic Regression (LR), Naive Bayes (NB), and Support Vector
Machine (SVM), and the deep learning method used was a Convolutional Neural Network (CNN). LR
is an algorithm derived from a linear regression-based approach for predicting probability-dependent
variables. This method performs well for binary classification tasks [29]. A logistic function or sigmoid
function is used in this method to map a predicted value to a probabilistic number between 0 and 1. The
probability (p) of the review is determined as positive (+1) or negative class (-1) based on the input (x)
and learn coeflicient (w). This calculation involves exponential (e) raised to the power of the dot product
of the transpose learn coefficient from each feature (h) in the given input.

The NB classifier is a classification that uses the probability method proposed by Thomas Bayes. This
method is used to predict future opportunities based on past experience. Compared to other methods,
although this method is relatively simple and effective, it is rather sensitive to feature selection [30]. The
SVM, introduced by Vapnik, is a method used to create hyperplanes in certain dimensional spaces. The
purpose of this method is to find the best hyperplane that provides the maximum margin distance [30].
CNNs are deep learning techniques that are typically used for classification, segmentation, and object
detection. The CNN architecture used in this study is shown in Fig. 2.
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Fig. 2. CNN Architecture
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The input of the CNN architecture is an array of BoW preprocessing results that have been processed
using the Word2Vec model with a size of 99 x 100. Then, the input is processed in a convolution layer
that uses the filter size = (3, 4, and 5) and activation of the linear unit rectifier (ReLU) and tanh
convolution, taking into consideration the combination of parameters being tested. ICT1 is the result of
the input that has been convoluted with a size filter of 3 x dimensions, resulting in a size of 97 x 1 with
a total of 512 features. la is the result of a convoluted input with a 4 x dimension size filter, resulting
in a size of 96 x 1 with a total of 512 features. ICT} is the result of a convoluted input with a 5 x dimension
size filter, resulting in a size of 95 x 1 with a total of 512 features.

The results of IC}, IC%, and IC% are carried out by the pooling process with the max-pooling function
and the size of the pool size, 97 x 1, 96 x 1, and 95 x 1, respectively, to produce a 1 x 1 matrix with 512
features. The result of the pooling layer is concatenated so that it measures 3 x 1, and the number of
features is 512. The results of the concatenate are flattened such that the shape changes into a vector so
that it can be processed in the fully connected layer. In the fully connected layer using dropout values of
0.2, 0.5, and 0.7, the activation of softmax and sigmoid output is dependent on the combination of
parameters being tested. The number of output nodes was adapted to the combination of the parameters
being tested.

2.5 Evaluation

K-fold cross-validation was used with a fold value of 10 to divide the data into training and testing.
10-Fold Cross-validation can prevent biased values of performance metrics [13]. The data were divided
into training and testing data. Training data were used to conduct the training process to generate a
classification model that was later tested using the testing data. This process was repeated until the fold
value reached 10. The performance of the models was evaluated using the accuracy, precision, recall, and
f-measure. These results were compared and analyzed using several classification model scenarios
generated using classical machine learning and deep learning methods.

3. Results and Discussion

3.1. Research Data

This study used data from over 2500 hotel reviews. The details of the data distribution were as
follows: 1250 positive-labeled review data and 1250 negative-labeled review data. Review data were
obtained using the crawling process on the Traveloka website. This study was implemented using Python
3 with the help of the library for training the Word2Vec model and the library for the formation of the
LR, NB, SVM, and CNN methods. In addition, hyperparameter tuning in classical machine learning
also uses the GridSearchCV library. The performance of the model was measured using K-fold cross-
validation. The number of K used was 10 such that the training data was divided by 9-fold and the
remaining one was a test with the number of classes balanced on each fold.

3.2. Research Scenarios

Three scenarios were designed to achieve the research objectives. In Scenario 1, classical machine
learning was implemented, including LR, NB, and SVM. In Scenario 2, the CNN was implemented
using three distinct architectures. Subsequently, the outcomes of scenarios 1 and 2 were compared in
scenario 3.

a. Hyperparameter Tuning for Scenario 1

As mentioned previously, the three classical machine learning algorithms used are LR, NB, and SVM.
Each model has a different hyperparameter tuning. The hyperparameters of each algorithm are listed in
Table 2.
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Table 2. Hyperparameters of Classical Machine Learning

ISSN 2442-6571

LR NB SVM
Val Val Val
Parameters L as Lz as Parameters L5 af
Parameter Parameter Parameter
newton-cg, polynomial, rbf,
solver Ibfgs, liblinear kernel sigmoid, linear
| none, 11, 12, thi Log space (0, - 1, 0.1, 0.01,
penalty elasticnet Var_smoothing 9, 100) gamma 0.001, 0.0001
0.1, 1, 10, 100, 0.1, 1, 10, 100,
c 1000 c 1000

b. Hyperparameter Tuning for Scenario 2

As previously stated, the CNN was implemented using three distinct architectures. Each architecture
has a different hyperparameter tuning. The hyperparameters of each architecture are listed in Table 3.

Table 3. Hyperparameters of CNN

Architecture 1 Architecture 2 Architecture 3
Values o Values o Values o
Parameters f Parameters f Parameters f
Parameter Parameter Parameter
dropout 0.2,0.5,0.7 dropout 0.2,0.5,0.7 dropout 0.2,0.5,0.7
convolutional convolutional convolutional
o ReLU, Tanh o ReLU, Tanh o ReLU, Tanh
activation activation activation
L . . L sigmoid, o sigmoid,
output activation sigmoid output activation output activation
softmax softmax
optimizer SGD optimizer SGD optimizer Adam
number of outputs one node number of outputs two nodes number of outputs two nodes

3.3. Results and Analysis

a. Scenario 1

In scenario 1, the test results for hyperparameter tuning using the GridSearchCV library are listed in
Table 4. The best model of the LR method was obtained when using newton-cg for the solver
parameter, 12 for the penalty, and C with a value of 100, resulting in a 54.4% of accuracy. Meanwhile,
the best model of the NB method was obtained when using var smoothing with a value of 0.285, resulting
in a 53.8% of accuracy. And lastly, the best model of the SVM method was obtained when using the rbf
kernel, gamma value 1, and C with a value of 1000, resulting in a 54.2% of accuracy. LR is the optimal
model in scenario 1, as evident from its accuracy, precision, recall, and f~-measure when compared to NB

and SVM.

Table 4. Test Results in Scenario 1

Methods Accuracy Precision Recall F-Measure Best Parameters
IR 54.4% 550 54% 54% Solver: ‘newton-cg’; Penalty: 12’;
C: 100
NB 53.8% 54% 52% 47% Var_smoothing: 0.285
SVM 54.2% 54% 53% 52% Kernel: ‘tbf; Gamma: 1; C: 1000

b. Scenario 2

In Scenario 2, the test results for hyperparameter tuning are listed in Table 5. For Architecture 1
(CNN 1), the highest accuracy was 95.68%. This value was obtained by using a dropout value of 0.2 and
the activation of the Tanh convolution. Meanwhile, the highest accuracy for Architecture 2 (CNN 2)
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was 94.08%, which was obtained using a 0.2 dropout value, Tanh convolution activation, and softmax
output activation. Lastly, the highest accuracy for Architecture 3 (CNN 3) was 98.08%. This value was
obtained using a dropout value of 0.2, the Tanh convolution's activation, and the softmax output's
activation.

Table 5. Test Results in Scenario 2

Methods Accuracy Precision Recall F-Measure Best Parameters
Dropout: 0.2
Conv. Activation: Tanh
CNN 1 95.68% 95.72% 95.68% 95.68% Output activation: Sigmoid

Optimizer: SGD

Number of outputs: one node

Dropout: 0.2
Conv. Activation: Tanh
CNN 2 94.08% 94.48% 94.08% 94.07% Output activation: Sigmoid
Optimizer: SGD
Number of outputs: two nodes

Dropout: 0.2
Conv. Activation: Tanh
CNN 3 98.08% 98.09% 98.08% 98.08% Output activation: Softmax
Optimizer: Adam
Number of outputs: two nodes

The effect of changing the CNN parameter on the performance evaluation values (accuracy, precision,
recall, and f~-measure) is described in further detail.

1) Effect of Dropout on Performance Evaluation Values

Based on the graph in Fig. 3, it can be concluded that dropout is directly proportional to the
performance evaluation values, whereby the greater the dropout, the smaller the performance evaluation
values obtained. This is due to the fact that the greater the dropout value, the more units are wasted,
such that more semantic meaning of the text is lost.

99.00
~ 98.00

S 97.00

% 96.00

g 95.00

= 94.00

Z 93.00

S 92.00

g 9100 IIH

= 90.00

E 0.2 0.5 0.7 0.2 0.5 0.7 0.2 0.5 0.7

CNN 1 CNN 2 CNN 3

W Precision  95.13 9471 9401 9407 9345 9265 9797  97.60  97.18
" Recall 95.00 9456  93.86 9386 9330 9244 9790  97.56  97.12

EF-Measure  94.98 94.55 93.84 93.84 93.29 92.41 97.89 97.54 97.11
Accuracy 94.32 94.56 93.86 93.86 93.30 92.44 97.90 97.55 97.12

Dropout Values
B Precision M Recall EF-Measure 7 Accuracy

Fig. 3. Effect of Dropout on Performance Evaluation Values
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2) Effect of Convolution Activation on Performance Evaluation Values

Fig. 4 shows that Tanh generates better performance evaluation values when compared to ReL.U.
This is due to the fact that ReLLU turns off several units by giving a function gradient = 0 so that when
updating the weight, it is less than optimal.

98.00
;\3 97.00
=~ 96.00
5
T':é 95.00
g
- 94.00
£ 93.00
3 92.00
S 9100
90.00
ReLU Tanh ReLLU Tanh ReLU Tanh
CNN 1 CNN 2 CNN 3
B Precision 94.24 94.99 93.07 93.57 97.53 97.65
B Recall 94.03 94.92 93.05 93.33 97.45 97.60
W F-Measure 94.00 94.91 93.22 93.31 97.44 97.59
Accuracy 94.03 94.92 93.07 93.33 97.45 97.59
Type of CNN Architectures
B Precision M Recall ¥ F-Measure 7 Accuracy

Fig. 4. Effect of Convolution Activation on Performance Evaluation Values

3) Effect of Output Activation on Performance Evaluation Values

Based on the graph in Fig. 5, it is evident that the performance evaluation values from the activation
of the softmax output are better than sigmoid. This is since softmax is better at classifying multi-
classification than binary classification, whereas CNN's 2 and 3 use multiple output nodes (2).

_98.00
S 97.00

S 96,00

g 95.00

'T'; 94.00

~ 93.00

8 92.00

= 91.00

= 90.00

= .

5 Sigmoid Softmax Sigmoid Softmax

CNN 2 CNN 3
Precision 93.43 93.17 97.57 97.60
Recall 93.23 93.15 97.49 97.56
F-Measure 93.21 93.35 97.48 97.55
Accuracy 93.23 93.17 97.49 97.55
Type of CNN Architectures
B Precision ™ Recall ™ F-Measure ' Accuracy

Fig. 5. The Effect of Output Activation on Performance Evaluation Values
I
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c. Scenario 3

Based on the best performance evaluation values from scenarios 1 and 2, it can be concluded that
CNN 3 produces a higher performance evaluation value than LR. This proves that the deep learning
method outperforms classical machine learning in the sentiment classification task of hotel reviews in
Indonesian because deep learning methods learn deeper during the mapping of raw input data into
feature representation by utilizing a layered algorithmic structure. This comparison is presented in Table
6. Classical machine learning produces imperfect results due to the method's incomplete or too many
features.

Table 6. Test Results in Scenario 3

Methods Accuracy Precision Recall F-Measure
Scenario 1 LR 54.4% 55% 54% 54%
Scenario 2 CNN 3 98.08% 98.09% 98.08% 98.08%

Furthermore, CNN 3's Performance evaluation in terms of polarity, which is positive or negative, is
presented in Table 7. It can be seen that negative reviews have better recall and f-measure values than
positive reviews, although they are not too far away. This shows that negative reviews tend to be well
predicted by this model. Some misclassifications occur in reviews that have a balanced comparison of
words containing positive and negative meanings, such as "Old hotel, spacious rooms, standard
cleanliness only" ("Hotel tua, kamar luas, kebersiban standar saja"), "Good only for cleanliness can be
improved" ("Bagus cuma untuk kebersiban bisa ditingkatkan"), "Strategic hotel location. Quite comfortable
and clean, only the room is relatively small." ("Lokasi hotel strategis. Lumayan nyaman dan bersib, cuman
ruangannya relatif kecil"). Therefore, further research can be developed by adding a neutral class.

Table 7. CNN 3's Performance evaluation in terms of polarity

Precision Recall F-Measure Accuracy
Positive 98.18% 97.92% 98.04%
Negatipe 98% 98.24% 98.11% 98.08%
Average 98.09% 98.08% 98.08%

4. Conclusion

This study centered on measuring the efficacy of a CNN at sentiment analysis when compared to
classical machine learning algorithms, such as LR, NB, and SVM, using the Word2Vec model. Based
on the test results presented, it can be concluded that the CNN deep learning method outperforms the
classical machine learning method with an accuracy of 98.08%. This is attributable to deep learning
methods that learn deeper during the mapping of raw input data into feature representation by utilizing
a layered algorithmic structure, whereas classical machine learning generates imperfect results because of
incomplete or too many features generated by the method. The best parameters of the CNN model
architecture were obtained using a dropout value of 0.2, activation of the Tanh convolution, activation
of softmax output, and Adam's optimizer. This is because a dropout value close to 0 gives better accuracy
than a dropout value close to 1; the higher the dropout value, the more units are wasted such that the
greater semantic meaning of the text is wasted. As a result, the activation of the convolution Tanh
provides a better average value of accuracy compared to the activation of the ReLLU convolution when
using the stochastic gradient descent (SGD) optimizer. Adam's optimizer is able to improve the accuracy
of the SGD optimizer by 4% because Adam generates satisfactory results in practice and is advantageous
when compared to other stochastic optimization methods. Furthermore, an increase in the number of
output nodes from one node to two nodes can improve the accuracy by 2.4%. This is due to the fact
that the greater the number of nodes in the CNN method, the better it is at updating weights that affect
the accuracy of the prediction. The use of softmax activation gives better results at the two output nodes
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=
because the formula divides by 1 so that the results range from 0 to 1; therefore, the results are more
realistic and are well suited for multi-class classification.
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